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Introduction

Thank you for purchasing the FH Series.

This manual contains information that is necessary to use the FH Series.

Please read this manual and make sure you understand the functionality and performance of the
FH Series before you attempt to use it in a control system.

Keep this manual in a safe place where it will be available for reference during operation.



Terms and Conditions Agreement

Warranty, Limitations of Liability
Warranties

e Exclusive Warranty

Omron’s exclusive warranty is that the Products will be free from defects in materials and workmanship
for a period of twelve months from the date of sale by Omron (or such other period expressed in writing
by Omron). Omron disclaims all other warranties, express or implied.

e Limitations

OMRON MAKES NO WARRANTY OR REPRESENTATION, EXPRESS OR IMPLIED, ABOUT NON-
INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE OF THE
PRODUCTS. BUYER ACKNOWLEDGES THAT IT ALONE HAS DETERMINED THAT THE PRODUCTS
WILL SUITABLY MEET THE REQUIREMENTS OF THEIR INTENDED USE.

Omron further disclaims all warranties and responsibility of any type for claims or expenses based on
infringement by the Products or otherwise of any intellectual property right.

e Buyer Remedy

Omron’s sole obligation hereunder shall be, at Omron’s election, to (i) replace (in the form originally
shipped with Buyer responsible for labor charges for removal or replacement thereof) the non-complying
Product, (ii) repair the non-complying Product, or (iii) repay or credit Buyer an amount equal to the
purchase price of the non-complying Product; provided that in no event shall Omron be responsible for
warranty, repair, indemnity or any other claims or expenses regarding the Products unless Omron’s
analysis confirms that the Products were properly handled, stored, installed and maintained and not
subject to contamination, abuse, misuse or inappropriate modification. Return of any Products by Buyer
must be approved in writing by Omron before shipment. Omron Companies shall not be liable for the
suitability or unsuitability or the results from the use of Products in combination with any electrical or
electronic components, circuits, system assemblies or any other materials or substances or
environments. Any advice, recommendations or information given orally or in writing, are not to be
construed as an amendment or addition to the above warranty.

See http://www.omron.com/global/ or contact your Omron representative for published information.

Limitation on Liability; Etc

OMRON COMPANIES SHALL NOT BE LIABLE FOR SPECIAL, INDIRECT, INCIDENTAL, OR
CONSEQUENTIAL DAMAGES, LOSS OF PROFITS OR PRODUCTION OR COMMERCIAL LOSS IN
ANYWAY CONNECTED WITH THE PRODUCTS, WHETHER SUCH CLAIM IS BASED IN CONTRACT,
WARRANTY, NEGLIGENCE OR STRICT LIABILITY.
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Further, in no event shall liability of Omron Companies exceed the individual price of the Product on
which liability is asserted.

Application Considerations

Suitability of Use

Omron Companies shall not be responsible for conformity with any standards, codes or regulations which
apply to the combination of the Product in the Buyer’s application or use of the Product. At Buyer’s
request, Omron will provide applicable third party certification documents identifying ratings and
limitations of use which apply to the Product. This information by itself is not sufficient for a complete
determination of the suitability of the Product in combination with the end product, machine, system, or
other application or use. Buyer shall be solely responsible for determining appropriateness of the
particular Product with respect to Buyer’s application, product or system. Buyer shall take application
responsibility in all cases.

NEVER USE THE PRODUCT FOR AN APPLICATION INVOLVING SERIOUS RISK TO LIFE OR
PROPERTY OR IN LARGE QUANTITIES WITHOUT ENSURING THAT THE SYSTEM AS AWHOLE
HAS BEEN DESIGNED TO ADDRESS THE RISKS, AND THAT THE OMRON PRODUCT(S) IS
PROPERLY RATED AND INSTALLED FOR THE INTENDED USE WITHIN THE OVERALL EQUIPMENT
OR SYSTEM.

Programmable Products
Omron Companies shall not be responsible for the user’s programming of a programmable Product, or
any consequence thereof.

Disclaimers

Performance Data

Data presented in Omron Company websites, catalogs and other materials is provided as a guide for the
user in determining suitability and does not constitute a warranty. It may represent the result of Omron’s
test conditions, and the user must correlate it to actual application requirements. Actual performance is
subject to the Omron’s Warranty and Limitations of Liability.

Change in Specifications

Product specifications and accessories may be changed at any time based on improvements and other
reasons. It is our practice to change part numbers when published ratings or features are changed, or
when significant construction changes are made. However, some specifications of the Product may be
changed without any notice. When in doubt, special part numbers may be assigned to fix or establish key
specifications for your application. Please consult with your Omron’s representative at any time to confirm
actual specifications of purchased Product.

Errors and Omissions
Information presented by Omron Companies has been checked and is believed to be accurate; however,
no responsibility is assumed for clerical, typographical or proofreading errors or omissions.



Safety Precautions

Symbols and the Meanings for Safety Precautions Described in This
Manual

The following notation is used in this manual to provide precautions required to ensure safe usage of a
Sensor Controller. The safety precautions that are provided are extremely important to safety.
Always read and heed the information provided in all safety precautions. The following notation is used.

Indicates a potentially hazardous situation which, if not
avoided, will result in minor or moderate injury, or may result in

serious injury or death.
Additionallv there mav be sianificant property damaae.

Indicates a potentially hazardous situation which, if not
avoided, may result in minor or moderate injury or in property
damage.

Meanings of Alert Symbols

General Prohibition
® Indicates general prohibitions, including warnings, for which there is
no specific symbol

General Caution
Indicates general cautions, including warnings, for which there is no
specific symbol.

The filled circle symbol indicates operations that you must do.
The specific operation is shown in the circle and explained in text.
This example shows a general precaution for something that you
must do.

Electrical Hazard
Indicates the possible danger of electric shock under specific
conditions.

Explosion Hazard
Indicates the possible danger of explosion under specific conditions.

LED light Hazard
Indicates the possible danger of LED radiation or light.

High Temperature Caution

BB P> @

Indicates the possible danger of injury by high temperature under

specific conditions.




IE' Precautions for Correct Use

Precautions on what to do and what not to do to ensure proper operation and performance.

=\

Additional Information

Additional information to read as required.
This information is provided to increase understanding or make operation easier.



Warning

A WARNING

This product must be used according to this manual and Instruction Sheet. Failure to observe

this may result in the impairment of functions and performance of the product.

This product is not designed or rated for ensuring the safety of persons. Do not use it for such

purposes.

Never connect the AC power supply with this product. When the AC power supply is connected,

it causes the electric shock and a fire.

A lithium battery is built into the Controller and may occasionally combust, explode, or burn if
not treated properly. Dispose of the Controller as industrial waste, and never disassemble,

apply pressure that would deform, heat to 100°C or higher, or incinerate the Controller.

If you keep watching the LED light, it may have an adverse effect on the eyes, do not stare
directly into the light emitted from the LED. If a specular object is used, take care not to allow

reflected light to enter your eyes.

Do not touch the terminals while the power supply is ON. Doing so may result in electrical
shock.

Please take external safety measures so that the system as a whole should be on the safe side
even if a failure of a Sensor Controller, a failure of a 3D Vision Sensor, or an error due to an

external factor occurred. An abnormal operation may result in serious accident.

Please take fail-safe measures on your side in preparation for an abnormal signal due to signal
conductor disconnection and/or momentary power interruption.

An abnormal operation may result in a serious accident.

FH series must be handled by those who have the expertise in electricity. Read the reference
manuals carefully to understand the contents well, and make the proper use of this product
accordingly. Keep this document safely for ready reference at any time.

Note that this document does not include detailed information on the use of this product,
including safety precautions. Please obtain manuals and instructions of the devices and
equipment that constitute the system, and thoroughly read precautions such as "Safety
Precautions”, "Precautions for Safe Use", and "Precautions for Correct Use" before using the

system.

> B B>k OoDP

According to Article 36, 31 and 32 of the Occupational Health and Safety Regulations, work to
teach, inspect, repair and adjust industrial robots falls under "dangerous or harmful work" as
defined in the Occupational Health and Safety Act. Under Article 59 of the Occupational Safety
and Health Act, operators are obliged to provide workers with "special training for safety or
health".

>
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Check the measurement results before operating the robot. Otherwise the robot may act in an
unintended manner. Change the workpiece position and angle of picking/placing and check the

operation thoroughly.

The scene variables and system variables that are set in advance for the scene loaded with
the environment copy function are automatically set using operations on the dialog box. Do not

directly set them using the processing item setting screen or the TDM editor.

FH series does not comply with the laws and regulations for industrial robot safety. When using
the FH series in a robot system that includes an industrial robot, be sure to check for compliance
with laws and regulations regarding the safety of industrial robots. Take steps to ensure safety

as needed.

It is your responsibility to implement appropriate safety measures based on the results of risk
assessment. Compliance with the Robot Safety Guide and all of the information contained in
our Robotic System Product Information does not guarantee that personal injury or damage to

equipment caused by an industrial robot will be avoided.

During maintenance, disconnect the robot's AC power supply and lock out or tag out the power
supply to prevent powering up. If the following safety measures are not taken, the subject robot
may cause death or serious injury or damage to the robot itself or its peripheral equipment.

» Workers who install, operate, teach, program, or maintain the system should read the "Robot
Connection Guide (Cat. No. 2448, Z447)" and "Robot Safety Guide (Cat. No. 1590)" and take
a training course on their responsibilities with the robot.

» Those who design a robot system must read this document and the Robot Safety Guide, and
follow the safety regulations and laws in the area where the robot will be installed.

* Do not use the subject robot for any purpose other than those described in this document and
the manuals referred to in the Robot Connection Guide. If you are not sure whether your
application is compatible, please contact us.

* The user is responsible for installing safety barriers around the robot to prevent workers from
entering the work area and coming into contact with it while it is in operation.

» During maintenance, the power to the robot and the main power supply must be locked out
and tagged out (measures and indication of prohibition from being turned on) to prevent them

from being turned on.

> B b Pk

If you proceed to the next step before registering the HandEye calibration start position, the

robot may operate unintentionally. Be sure to register the start position.

The robot is driven by pressing the Jog Move button and the Robot Move button. The operation
must be done by shoes who have completed special health and safety training. The system

must be operated so that it can be stopped at any time by an emergency stop button.

Check the measurement results before operating the robot. Otherwise the robot may act in an
unintended manner. Change the workpiece position and angle and check the operation

thoroughly.

If the robot is operated with an incorrectly shaped hand, the robot may pick and hold the
workpiece in an unintended position and/or posture, damaging the workpiece, container, or

hand and causing it to fly out into the environment. Check the dimensions of the drawing and

> B> B> B
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the actual product, and make registration securely. Change the workpiece position and angle
of picking/placing and check the operation thoroughly. The system must be operated so that it

can be stopped at any time by an emergency stop button.

Registering the grasp point that interferes with the workpiece may damage the hand or the

workpiece. Register the gripping position that does not interfere with the work.

If the robot is operated with an incorrectly selected picking and holding DB or hand data, the
robot may pick and hold the workpiece in an unintended position and/or posture, damaging the
workpiece, container, or hand and causing it to fly out into the environment. Select the proper
picking and holding DB in the picking and holding plan setting. Make sure to perform offline

measurement before operating the robot to confirm that the proper hand is selected.

If the robot is operated with incorrect sensor controller project data, it may act in an unintended
manner, resulting in contact with humans, scattering of workpieces, and contact with

surrounding objects. Make sure that the proper environment file for the robot is loaded.

If the robot is operated after changing the floor or container height, it may collide with the floor.

If the container position or floor level is changed, register the floor level and container again.

If the 3D Vision Sensor shape is not registered, the 3D Vision Sensor may collide with the
container and be damaged. Please register the 3D Vision Sensor shape when you register the
hand data.

Do not perform camera calibration during the warm-up operation of the 3D Vision Sensor.

Measurement errors occur when the geometric positional relationship between the lighting
section and imaging section of the 3D Vision Sensor changes due to factors such as aging,
temperature changes, or impact on the 3D Vision Sensor. Perform a camera calibration check

on a regular basis and calibrate the camera if necessary.

Do not perform hand-eye calibration during the warm-up operation of the 3D Vision Sensor.

Complete sensor calibration before performing hand-eye calibration.

Anti-virus protection
Install the latest commercial-quality antivirus software on the computer connected to the control

system and maintain to keep the software up-to-date.

Security measures to prevent unauthorized access

Take the following measures to prevent unauthorized access to our products.

* Install physical controls so that only authorized personnel can access control systems and
equipment.

* Reduce connections to control systems and equipment via networks to prevent access from
untrusted devices.

* Set strong passwords and change them frequently.

e &> oo P> obk bbb bbb
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* Scan virus to ensure safety of USB drives or other external storages before connecting them

to control systems and equipment.

Data input and output protection

Validate backups and ranges to cope with unintentional modification of input/output data to
control systems and equipment.

» Checking the scope of data

» Checking validity of backups and preparing data for restore in case of falsification and
abnormalities

« Safety design, such as emergency shutdown and fail-soft operation in case of data tampering

and abnormalities

Data recovery

Backup data and keep the data up-to-date periodically to prepare for data loss.

When using an intranet environment through a global address, connecting to an unauthorized
terminal such as a SCADA, HMI or to an unauthorized server may result in network security
issues such as spoofing and tampering. You must take sufficient measures such as restricting
access to the terminal, using a terminal equipped with a secure function, and locking the

installation area by yourself.

When constructing an intranet, communication failure may occur due to cable disconnection or
the influence of unauthorized network equipment. Take adequate measures, such as restricting

physical access to network devices, by means such as locking the installation area.

When using a device equipped with the USB flash drive or SD Memory Card function, there is
a security risk that a third party may acquire, alter, or replace the files and data in the removable
media by removing the removable media or unmounting the removable media.

Please take sufficient measures, such as restricting physical access to the Controller or taking
appropriate management measures for removable media, by means of locking the installation

area, entrance management, etc., by yourself.

e & & ¢

A\ Caution

Danger of burns. Do not touch the case while the power is ON or just after power is turned OFF,

since it remains extremely hot.

If the camera calibration is performed with the target tilted, the measurement error may

deteriorate. Ensure that the calibration target is placed in a stable position on a flat floor.

If the camera calibration is performed while the target is dirty, the measurement error may
deteriorate. If the camera calibration target is dirty, wring out a wet towel, wipe it clean, and dry

it with a soft cloth before performing the calibration.

If the camera calibration is performed while the 3D Vision Sensor is dirty, the measurement error
may deteriorate. If the 3D Vision Sensor window surface is dirty, wring out a wet towel, wipe the

dirt off, and dry with a dry cloth.

> B> P
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When placing the camera calibration target, place it slowly so that your hands do not get caught

on the floor.

A
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Precautions for Safe Use

Be sure to respect following items for safety.

Condition of the Fitness of OMRON Products

» Omron products are designed and manufactured as general-purpose products for use in general
industrial applications. They are not intended to be used in the following critical applications. If you are
using Omron products in the following applications, Omron shall not provide any warranty for such Omron
products, unless otherwise specifically agreed or unless the specific applications are intended by Omron.
a) Applications with stringent safety requirements, including but not limited to nuclear power control
equipment, combustion equipment, aerospace equipment, railway equipment, elevator/lift equipment,
amusement park equipment, medical equipment, safety devices and other applications that could cause
danger/harm to people's body and life.

b) Applications that require high reliability, including but not limited to supply systems for gas, water and
electricity, etc., 24 hour continuous operating systems, financial settlement systems and other
applications that handle rights and property.

c) Applications under severe condition or in severe environment, including but not limited to outdoor
equipment, equipment exposed to chemical contamination, equipment exposed to electromagnetic
interference and equipment exposed to vibration and shocks.

d) Applications under conditions and environment not described in specifications.

1. In addition to the applications listed from (a) to (d) above, Omron products (see definition) are not
intended for use in vehicles designed human transport (including two wheel vehicles). Please do NOT
use Omron products for vehicles designed human transport. Please contact the Omron sales staff for
information on our automotive line of products.

2. The above is part of the Terms and Conditions Agreement. Please use carefully read the contents of
the guarantee and disclaimers described in our latest version of the catalog, data sheets and manuals.

Installation Environment (FH-5050)
*» Do not use the product in the environment with flammable or explosive gases.

* Install the product so that the air can flow freely through its cooling vents.

* Regularly clean the vent holes or fan outlet to prevent dust or particles blocking them. Internal
temperature increases when those are blocked, it causes malfunction.

* To secure safety for operation and maintenance, install the product apart from high-voltage devices and
power devices.

* Make sure to tighten all screws in mounting.

* When mounting the product, be sure to tighten all screws.

Power Supply and Wiring (FH-5050)

» Make sure to use the product within the power voltage specified by catalog, manual, or instruction sheet.
* Never connect the product to AC power. If connected, it causes malfunction.

* Select and use the appropriate wire size based on consumption current.

» Keep the power supply wires as short as possible.
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* Provide the power from a DC power supply (safety extra-low voltage circuits) that has been taken
measures not to generate high-voltage.
* Check the following again before turning on the power.

- Is the voltage and polarity of the power supply correct? (24 VDC)

- Is not the load of the output signal short-circuited?

- Is the load current of the output signal appropriate?

- Is not the mistake found in wiring?

- Is the voltage and polarity of the encoder power (ENCO_VDD/GND ENC1_VDD/GND) supply? (5VDC)

Grounding (FH-5050)

» Since the power supply circuit for the Sensor Controller is described in the manual and instruction sheet,
please check it.

* When a base is packed in a camera that will be connected to the Sensor Controller, make sure to mount
the camera using the base. Since the enclosure of the camera body is connected to the internal circuits,
the circuits may cause short-circuit with FG if the base is not used to mount the camera and result in
malfunction or damage.

* Apply Class D grounding (grounding resistance: 100 [Q] or less) Wire the grounding wire for the Sensor
Controller independently. If the grounding wire is shared with other devices or connected to a building
beam, the Sensor Controller may be adversely affected.

* Do not ground the plus (+) terminal when the Sensor Controller is connected to the FH-SC12/FH- SM12.
The internal circuits may cause a short-circuit and result in malfunction.

» When using the Sensor Controller and the peripheral devices such as a monitor, USB connection
devices, RS-232C connection devices, there should be no potential difference in ground level. If not, it
may cause malfunction.

Take measures that the potential difference does not occur between the grounds for the Sensor Controller
and the peripheral devices.

Others (FH-5050)

* Use only the camera and cables designed specifically for the product. Use of other products may result
in malfunction or damage of the product.

» Always turn OFF the power of the Sensor Controller and peripheral devices before connecting or
disconnecting a camera or cable. Connecting the cable with power supplied may result in damage of the
camera or peripheral devices.

* For the cable that is flexed repeatedly, use the robotic cable type (Bend resistant camera cable) to
prevent damages.

» Do not apply torsion stress to the cable. It may damage the cable.

» Secure the minimum bending radius of the cable. Otherwise the cable may be damaged.

* Do not apply stress to the connector by pulling or bending the cable. It may damage the connector.

* Do not attempt to dismantle, repair, or modify the product.

 Should you notice any abnormalities, immediately stop use, turn OFF the power supply, and contact
your OMRON representative.
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* Do not drop the product nor apply excessive vibration or shock to the product. Doing so may cause
malfunction or burning.

* This product is heavy. Be careful not to drop it while handling.

* Be sure to take fail-safe measures externally when controlling stages and robots by using the
measurement results of the Sensor Controller (axis movement output by calibration and alignment
measurement).

Installation Environment (FH-SMDA-GS050B)

* Do not use the product in the environment with flammable or explosive gases.

* To secure safety for operation and maintenance, install the product apart from high-voltage devices and
power devices.

* Avoid installing the product in places with vibration as much as possible.

Power Supply and Wiring (FH-SMDA-GS050B)

» Make sure to use the product with the power supply voltage specified. If a DC voltage exceeding the
rating or an AC voltage is applied, the circuit parts may be burnt or exploded.
* Do not connect the power supply with polarity reversed.
» Use a DC power supply with safety measures against high-voltage spikes (safety extra low-voltage
circuits on the secondary side).
* Use an independent power source for this product. Do not use a shared power source.
* Never apply more than the rated voltage or AC power supply to this product. It may cause malfunction.
» The recommended power supplies are as follows:

- When not attaching the lighting module, use S8VK-G06024 (OMRON) or S8VS-06024 (OMRON).
* Wire high-voltage cables or power cables are separated from the cables of this product. If the same
cable or duct is used, the product may receive induction and it may cause malfunctioning or breakage.
* Do not short-circuit the load on the open collector output.
* Apply load not exceeding the rating.
* Before wiring an I/O cable, attach a crimping terminal. Do not connect cables just twisted together to the
power supply or terminal block directly.
* Insulate unnecessary signal cables so that they do not contact any other signal cables.
« After wiring the cables, confirm if the power supply is appropriate, if there is miswiring such as short-
circuit of load, if the load current is appropriate, and if FG is connected appropriately. Otherwise, the
product may be broken due to miswiring etc.
» Take enough safety measures such as a failsafe circuit before using the product.
* Be sure to apply Class D grounding (100Q or lower grounding resistance) to the ground wire of the 1/0
cable.
* Do not share the ground wire with some other devices or connect it to the beam of the building. The
product may be adversely affected.
* Determine the contact point as near as possible to shorten the ground wire as much as possible. The
product may be adversely affected.
* For positive ground, please refer to cautions described in the setup manual.
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* Do not touch the optical surface of the camera or the lighting section during wiring or installation. It may
affect the characteristics.

Mounting (FH-SMDA-GS050B)

» When doing the following, be sure to turn OFF the power of the 3D vision sensor or connected
peripheral devices. Not doing so leads to a product failure.

- Cable connection and wiring

- Connector mounting/removal
» Tighten the mounting screws securely using the defined torque. (Screw: M4 x 4 | Tightening torque: 1.2
Nem)
* Do not apply torsional stress to the cable. Doing so may cause cable breakage.
« Secure the minimum bending radius of the cable. If it cannot be secured, the cable may be broken.

Others (FH-SMDA-GS050B)
* Use only the dedicated cable (FHV-VNBX2 / FHV-VNLBX2 / FHV-VNBX / FHV-VNLBX and FHV-VSDX-

BX / FHV-VSDX-LBX). Otherwise, the product may malfunction or be broken.

« If anything abnormal occurs, for example, strange smell/sound is detected, the main unit gets very hot,
or a smoke comes, stop using the product, turn OFF the product, and consult OMRON'’s branch or sales
office.

* Do not disassemble, deform by pressurizing, incinerate, repair, or alter this product.

» When disposing of the product, treat as industrial waste.

* Do not use the product for atomic power or safety circuits endangering human lives.

* Do not drop the product or expose it to abnormal vibration or impact. Doing so may lead to product
failure.

» When operating the robot by using the vision sensor measurement results, be sure to check the
measurement result data on the robot side and take fail-safe measures, such as operating the robot only
after confirming that the data is within the robot's range of motion.

* When operating the jog, check the actual robot visually instead of the camera image.

* The robot is driven when using the motion sample program. The operation must be done by shoes who
have completed special health and safety training. The system must be operated so that it can be
stopped at any time by an emergency stop button.

« If the operation range of hand-eye calibration is not set correctly, the robot may act in an unexpected
position and/or posture that may result in contact with surrounding objects. Make sure that the calibration
trajectory is clear and that there are no obstacles or people in the vicinity. The system must be operated
so that it can be stopped at any time by an emergency stop button.

+ 3D Vision Sensor measurements are relative, not absolute. It cannot be used as a measurement sensor.

Camera Calibration Target (FH-XCAL-S)

» Install and store the product in a location that meets the following conditions:
- Ambient temperature and relative humidity do not exceed the range of specifications
- No rapid changes in temperature (place where dew does not form)
- No presence of corrosive or flammable gases

18



- Place free of dust, salts and iron particles

- Place free of vibration and shock

- Place out of direct sunlight

- Place where it will not come into contact with oils or chemicals
* Do not drop the product nor apply excessive vibration or shock to the product. Doing so may cause
malfunction or burning.
* Place the camera calibration target in a stable position on a flat floor.
* Set the camera calibration target within the measurement distance and measurement range of the 3D
Vision Sensor to calibrate the camera.
* Before performing camera calibration automatically, make sure that the robot is in a coordinate position
that does not collide with the target.

HandEye Calibration Target (FH-XCAL-R)

* Install and store the product in a location that meets the following conditions:

* No rapid changes in temperature (place where dew does not form)

* No presence of corrosive or flammable gases

* Place free of dust, salts and iron particles

* Place free of vibration and shock

* Place out of direct sunlight

* Place where it will not come into contact with oils or chemicals

* Do not drop the product nor apply excessive vibration or shock to the product. Doing so may cause
malfunction or burning.

+ Set the hand-eye calibration target within the measurement distance and measurement range of the 3D
Vision Sensor to performing hand-eye calibration.

» When performing hand-eye calibration, make sure that there is no workpiece around the hand-eye
calibration target.

* Install the hand-eye calibration target on a flat floor in a stable condition without vibration.

« If the hand-eye calibration target is dirty, wring out a wet towel, wipe off the dirt, and dry with a soft cloth.
« If the 3D Vision Sensor window surface is dirty, wring out a wet towel, wipe the dirt off, and dry with a dry
cloth.

» Check that the hand-eye calibration result shows an error of approximately 1.0 or less.
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Precautions for Correct Use

Please observe the following precautions to prevent failure to operate, malfunction, or undesirable effect.

Installation and Storage Sites (FH-5050)

Install and store the product in a location that meets the following conditions:
* Surrounding temperature of 0 to +45°C (-20 to +65°C in storage)

* No rapid changes in temperature (place where dew does not form)

* Relative humidity of between 35 to 85%

* No presence of corrosive or flammable gases

* Place free of dust, salts and iron particles

* Place free of vibration and shock

* Place out of direct sunlight

* Place where it will not come into contact with water, oils or chemicals
* Place not affected by strong electro-magnetic waves

* Place not near to high-voltage, or high-power equipment

Orientation of Product (FH-5050)
* For efficient heat dissipation, install the product only with the orientation written in the manual or the
Instruction Sheet. Install the product so that the air can flow freely through its cooling vents.

Ambient Temperature (FH-5050)

* To secure good ventilation, install the product with clearance written in the manual or the Instruction
Sheet.

* Do not install the product immediately above significant heat sources, such as heaters, transformers, or
large-capacity resistors.

* Use the product within the operating temperature range based on the specifications of it.

* Install a forced cooling fan or air conditioner not to exceed the operating temperature range when the
ambient temperature is close to the upper limit of its range.

Component Installation and Handling (FH-5050)

» When touching a terminal part or a signal wire in a connector, take anti-static measures using a wrist
strap or another device to prevent damage from static electricity.

* Handling a USB flash drive/SD memory card: (Refer to Using External Storage Device in the Vision
System FH/FHV Series User's Manual (Cat. No. Z365).

Do not insert an SD memory card in the reverse orientation, at an angle, or in a twisting manner. Before
removing a USB flash drive, make sure that data is not being read or written to them. Before removing a
SD memory card, make sure that data is not being read or written to them.

For a USB flash drive, the memory device's LED flashes or lights while data is being read or written, so
make sure that it is turned OFF before removing the device.

For SD memory card, the SD BUSY LED flashes or lights while data is being read or written, so make
sure that it is turned OFF before removing the memory.
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* Turning OFF the Power:
When a message is displayed indicating that a task is in progress, do not turn OFF the power. Doing so
causes the data in the memory to be corrupted, resulting in the product not operating properly upon the
next start-up.
Do not turn OFF during saving data to Sensor Controller.
When turns OFF, conform the followings proceedings have completed. and then operate again.

- When saves using Sensor Controller: Confirm the save processing is completed and next operation is
possible.

- When saves using communication command: Intended command is completed. BUSY signal is turned
OFF.
« After turning off the power, wait at least 1 second before restarting.

Maintenance (FH-5050)

» Turn OFF the power and ensure the safety before maintenance.

+ Clean the lens with a lens-cleaning cloth or air brush.

» Lightly wipe off dirt with a soft cloth.

* Dirt on the image element must be removed using an air brush.

* Do not use thinners or benzine.

* To secure safety for operation and maintenance, install the product apart from high-voltage devices and
power devices.

Communications with Upper Device (FH-5050)

« After confirming that this product is started up,communicate with the high-order device. During start-up,
an indefinite signal may be output to the high-order interface. To avoid this problem, clear the receiving
buffer of your device at initial operations.

Failsafe Measures (FH-5050)

« Be sure to take fail-safe measures externally when controlling stages and robots by using the
measurement results of the Sensor Controller (axis movement output by calibration and alignment
measurement).

« On a Sensor Controller side, supplementary use operations and branches of the Sensor Controller
to configure a check flow such as “data should not be externally provide if the data is in a range from
-XXXXX to XXXXX” based on the stage/robots range of movement.

Connecting the Sensor Controller and Monitor with a Switcher and
Splitter

* Do not use devices that may require re-recognition of the monitor by the Sensor Controller when a
switching operation was performed. If such re-recognition processing happens at switching operation, it
may cause measurement time to be longer.
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Installation Location (FH-SMDA-GS050B)

In order to prevent the product from becoming inoperable or malfunction, and to prevent other adverse
effects to the performance or equipment, please observe the following.

* Allocation where the ambient temperature does not exceed the rated range.

* Alocation where the temperature does not vary sharply (condensation occurs).

* Alocation where relative temperature does not exceed a range of 35-85%.

* Allocation not exposed to corrosive gases or combustible gases.

* Alocation not exposed to dust, salt, or metal powder.

* Alocation not exposed to direct vibration or impact.

* Alocation not exposed to strong disturbance light (laser light, arc welding light, or ultraviolet light).
* Allocation not near a heating appliance or exposed to direct sunlight.

* Alocation not exposed to mist of water, oil, or chemicals or misty atmosphere.

* Alocation not exposed to strong magnetic/electric fields.

* Allocation not near a high-voltage device or power device

Power Supply, Connection, and Wiring (FH-SMDA-GS050B)
* If using a commercially available switching regulator, earth the frame ground terminal.
« If the power supply line has surge, connect a surge absorber according to the operational environment
to use the product.
« After wiring the cables, confirm if the power supply is appropriate, if there is miswiring such as short-
circuit of load, or if the load current is appropriate. Otherwise, the product may be broken due to miswiring
etc.
* Do not put load on the cables and connectors before wiring them.
* Turn on the power of the 3D Vision Sensor at the same time as or before turning on the power of the FH
sensor controller.
* When turning OFF the power, confirm that data have been saved completely before starting operations.
- When data are saved by operating the 3D vision sensor, the saving process must have been
completed and the following user operations must be possible.
- When data are saved using communication commands, processing of the applicable commands must
have been completed and the busy state is OFF.
+ Attach the cable straight with the terminal correctly aligned. Forcibly attaching the cable may bend the
terminal, resulting in failure or communication error.
* Insulate the unused signal lines of the I/O cable so that the signal lines do not come into contact with
other signal lines.

Maintenance (FH-SMDA-GS050B)

» Turn OFF the power and confirm safety before starting maintenance.

* Remove dirt on the window using the special cloth for lens or an air brush.

* Do not use thinner, alcohol, benzene, acetone, or kerosene to clean his product.
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Optical axis (FH-SMDA-GS050B)

* Tthe field of view may vary product by product. When mounting this product, be sure to confirm video
using the sensor controller.

Image Sensor (FH-SMDA-GS050B)

* For this product, a line may appear depending on the measurement condition or sensitivity because of
the specification of the image sensor.

However, this is not a fault or failure of the product. In addition, although there may be multiple defective
pixels, this is not a fault or failure of the product. Use the product as confirming the actual image.

Failsafe Measures (FH-SMDA-GS050B)

» When operating the robot by using the vision sensor measurement results, be sure to check the
measurement result data on the robot side and take fail-safe measures, such as operating the robot only
after confirming that the data is within the robot's range of motion.

Warm-up (FH-SMDA-GS050B)

* The correct brightness and focus may not be achieved or may fluctuate until the product function is
stabilized (approximately 15 minutes) after power-on. Check the WARM UP indicator LED or the warm-up
completion flag in the camera image input processing item on the FH software before using the product.

Camera Installation (FH-SMDA-GS050B)

* In an environment exposed to high humidity and sharp temperature fluctuation, the window may become
cloudy in rare cases.

Connection and Operation with the Robot (FH-SMDA-GS050B)

* For an example design of a robot program to build an application, see the sample program
(fhsample_main()) of the Robot Connection Guide.

* For the processing to move the robot to the imaging position, refer to the Robot Connection Guide.

* If you proceed to the next step before registering the workpiece reference position, the robot may
operate unintentionally. Be sure to register the start position.

« If you proceed to the next step before registering the robot's picking and holding position, the robot may
operate unintentionally. Be sure to register the start position.
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LED Safety (FH-SMDA-GS050B)
This product is classified into the following risk groups by IEC62471.

LED safety Display

CAUTION

Possibly hazardous
optical radiation emitted

Risk group 2 from this product

Risk Group 2
IEC 62471

Camera Calibration Target (FH-XCAL-S)

* Do not use thinner, alcohol, benzene, acetone, or kerosene to clean his product.

* Before calibrating the camera, make a backup of the AOS camera information file.

» After calibrating the camera, check the results to confirm that the calibration was successful. When an
abnormal AOS camera information file is read, the measurement error increases and the wrong
coordinate position is output.

» When disposing of this product, treat it as industrial waste and never heat or incinerate it at 100 °C or
higher.

HandEye Calibration Target (FH-XCAL-R)

* Do not use thinner, alcohol, benzene, acetone, or kerosene to clean his product.

* When disposing of this product, treat it as industrial waste and never heat or incinerate it at 100 °C or
higher.
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Regulations and Standards

FH-5050

I Using Product Outside Japan

If you export (or provide a non-resident with) this product or a part of this product that falls under the
category of goods (or technologies) specified by the Foreign Exchange and Foreign Trade Control Law as
those which require permission or approval for export, you must obtain permission or approval or service
transaction permission) pursuant to the law.

I U.S. California Notice:

This product contains a lithium battery for which the following notice applies: Perchlorate Material -

special handling may apply.
See "www.dtsc.ca.gov/hazardouswaste/perchlorate”.

I Conformance to KC Standards

Observe the following precaution if you use this product in Korea.

0] 7|7 PRE BEHA AEE EZHoz FHIHMTIIE B2 37|24

FEE BEUM MESHs AT TRz 287 RlEH

» Guidance for users
This product meets the electromagnetic compatibility requirements for business use. There is a risk of
radio interference when this product is used in home.

| WEEE Directive

: : g : Dispose of in accordance with WEEE Directive

I Conformance to EC/EU Directives and UK Legislation

The product is compliant with the standards below:

» EC Directive 2004/108/EC (Until April 19 2016) / EU Directive 2014/30/EU (After April 20 2016) / UK
legislation 2016 No 1091 Electromagnetic Compatibility Regulations 2016 EN61326-1 Electromagnetic
environment: Industrial electromagnetic environment (EN/IEC 61326-1 Table 2)
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* Also, the following condition is applied to the immunity test of this product.

- If the level of disturbance of the video is such that characters on the monitor are readable, the test is a
pass.
* This product complies with EC/EU Directives. EMC-related performance of the OMRON devices that
comply with EC/EU Directives will vary depending on the configuration, wiring, and other conditions of the
equipment or control panel on which the OMRON devices are installed.
» The customer must, therefore, perform the final check to confirm that devices and the overall machine
conform to EMC standards.
* If there is a need to respond to the EC/EU directive and UK legislations, please use by an analog RGB
output.

I Conformance to UL Standards

This product complies with UL Standards.
+ UL61010-2-201

FH-SMDA-GS050B

I Using Product Outside Japan

If you export (or provide a non-resident with) this product or a part of this product that falls under the
category of goods (or technologies) specified by the Foreign Exchange and Foreign Trade Control Law as
those which require permission or approval for export, you must obtain permission or approval or service
transaction permission) pursuant to the law.

I Conformance to KC Standards

Observe the following precaution if you use this product in Korea.

AL E R 2L
ol 7171 YRE =AM ABE FEos HELWIE LE 772N

7148 gand MEsts g2 HmTidal 271 ELch

Ho

» Guidance for users
This product meets the electromagnetic compatibility requirements for business use. There is a risk of
radio interference when this product is used in home.

I Conformance to EU Directives and UK Legislation

The product is compliant with the standards below:
* EU Directive 2014/30/EU/UK legislation 2016 No 1091 Electromagnetic Compatibility Regulations 2016
EN61326-1 Electromagnetic environment: Industrial electromagnetic environment (EN/IEC 61326-1 Table
2)
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* This product complies with EC/EU Directives. EMC-related performance of the OMRON devices that
comply with EC/EU Directives will vary depending on the configuration, wiring, and other conditions of the
equipment or control panel on which the OMRON devices are installed.

» The customer must, therefore, perform the final check to confirm that devices and the overall ma- chine

conform to EMC standards.

27



Related Manuals

The followings are the manuals related to this manual. Use these manuals for reference.

Name of Manual Cat. No. Model Purpose Contents
Vision System 3615791-1 | FH-2o00 To confirm the safety | Describes th‘e deflnl.t|ons of basic
) FH-2000-00 and usage terms, meaning of signal words, and
FH Instruction Sheet ) .
FH-5000 precautions of the precautions for correct use of FH
FH-5000-00 Vision System FH series in the manual.
series Sensor
Controller.
3D Vision Sensor 3290410-0 | FH-SMDA-GS050B Todconflrm the safety Descrlbﬁs the de.fmltl(f)n‘s of :)asmd
FH-SMDA Instruction Sheet an usa.ge terms, the meamng of signal words,
precautions of the 3D | and precautions for correct use of 3D
Vision Sensor FH- Vision Sensor FH-SMDA in the
SMDA. manual.
FH Application Software FH-| 5665477-6 | FH-UM3D1 To confirm the safety | Describes the definitions of basic
UM3DL1 Instruction Sheet and usage terms, product specifications, how to
precautions of the FH | use, meaning of signal words, and
Application Software | precautions for correct use of FH
FH- UM3D1. When Application Software FH-UM3D1 in
User want to know the manual.
about the hardware
specifications or to
setup the FH
Application Software
FH- UM3D1.
Vision System FH series | 7446 FH-5050 When User wantto | Describes the soft functions, setup,
3D Robot Vision Application FH-SMDA-GS050B know about the FH and operations to use FH series 3D
Construction Guide series 3D robot vision -
robot vision system.
system.
Vision System FH series 7436 When User want to Describes FH series 3D robot vision
Hardware Setup Manual for know about the Hard- system specifications, dimensions
3D Robot Vision ware specifications or . .
part names, I/O information,
to setup the Sensor : ) . .
Controller of the FH | installation information, and wiring
series 3D robot vision | information.
system.
Vision S_ystem FH serit_es 7445 When User confirm Describes the software functions,
Processing Item Function the details of each settings, and operations for using FH
Reference Manual for 3D rocessing items at series 3D robot vision system
Robot Vision p 9 ystem.
the create the
measurement flow or
operate it.
Vision Sgnsor FH Series 3D | 7451 When User calibrate | Describes 3D vison sensor AOS
Robot Vision AOS Camera 3D vison sensor itself.| camera calibration operation by using
Calibration Operation Guide N
camera calibration target.
Vision System FH/FHV 7447 When connecting FH | Describes communication settings
series _ _ series 3D robot vision | and sample programs for picking
Robot Connection Guide system to the robot | applications that connect FH series
OMRON TM Series Edition .
3D robot vision system to the robot.
Vision System FH/FHV 7448

series

Robot Connection Guide
OMRON Viper Series
Edition

28



Vision System FH/FHV
series

Robot Connection Guide
FANUC Corporation Edition

7449

Vision System FH/FHV
series

Robot Connection Guide
DENSO WAVE
INCORPORATED Edition

Z458

Vision System FH/FHV
series

Robot Connection Guide
ABB Corporation Edition

Z459

Vision System FH/FHV
series

Robot Connection Guide
YASKAWA Corporation
Edition

7460

Vision System FH/FHV
series

Robot Connection Guide
UNIVERSAL ROBOTS
Edition

7463

Vision System FH/FHV
series

Robot Connection Guide
NACHI-FUJIKOSHI
Corporation Edition

7464

Vision System FH/FHV
Series User's Manual

7365

Vision System FH/FHV
series ]
Processing Item Function
Reference Manual

7341

Vision System FH/FHV
Series

User's manual for
Communications Settings

7342

FH-2000

FH-2000-00

FH-5000

FH-5000-00
FH-Looo-oo

FH-Looo
FHV70-0o0o00-000-00

When User want to
know about the
FH/FHV series.

Describes the soft functions, setup,
and operations to use FH/FHV series.

When User confirm
the details of each
processing items at
the create the
measurement flow or
operate it.

Describes the software functions,
settings, and operations for using
FH/FHV series.

When User confirm
the setting of
communication
functions.

Describes the functions, settings, and
communications methods for
communication between FH/FHV
series and PLCs.

The following communications
protocol are described.

Parallel, PLC Link, EtherNet/IP,
EtherCAT, and Non-procedure.

Vision System FH series
Macro Customize Functions
Programming Manual

7367

FH-2000
FH-2000-00
FH-5000
FH-5000-00
FH-Looo
FH-Looo-oo

When User operate or
programming using
Macro Customize
functions.

Describes the functions, settings, and
operations for using Macro Customize
function of the FH series.
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Revision History

A manual revision code appears as a suffix to the catalog number on the front and back covers of the

manual.
Cat. No.| 2436-E1-05 |
f— Revision code
Rev. Code Rev. Date Revision Contents

01 Feb. 2021 Original product

02 Jun. 2021 Corrected mistakes.

03 Jan. 2022 Added to “Related Manuals”.

04 Sep. 2022 Revisions for adding safety precautions regarding security.
Added to “Related Manuals”.

05 Feb. 2023 Revisions for update “Precautions for Safe Use”, “Precautions
for Correct Use”, “Regulations and Standards”, “Related
Manuals”.
Revisions for update camera cables model.
Added FZ-MEM16G
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1. Overview

I 1.1. Overview

This document describes procedures for settings required for constructing 3D robot vision
applications by connecting the Vision Sensor FH (hereafter referred to as Vision Sensor) to the
robot controller.

Utilizing this document and the “Vision System FH/FHV series Robot Connection Guide” listed in
the “Related Manuals” at startup, you can reduce the man-hours required to connect the Vision
Sensor to your robot controller, set the Vision Sensor, and create robot programs.

Robot Vision applications described in this document are as follows.

Application Description
Picking application with on- | Robot vision system with a camera mounted on the robot arm.
hand camera The robot can pick and place randomly placed workpieces.

Camer,

I 1.2. Target Audience

The target reader for this document are persons responsible for developing 3D Robot Vison
Applications by connecting a vision sensor and a robot controller. Additionally, the reader needs
to have the capability to operate and program robots.
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| 1.3. Work Flow

Please follow the flow below for constructing robot vision applications.
For the robot settings, please refer to the Vision System FH/FHV series Robot Connection Guide
listed in the Related Manuals according to the robot to be connected.

Creating Data Set for the Robot Vision

3D Sensor Software Installation
v
Robot Controller Communication setting
v
Connecting the Vison Sensor and the robot
Controller

Vision Sensor Setting for Robot Vision
\/
Designing robot program

This document Section 6

This document Section 7

Robot Connection Guide (Section 3.1)

Robot Connection Guide (Section 3.2)

This document Section 8

Robot Connection Guide (Section 6)
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2. System Configuration

This section describes the system configuration and target devices to construct robot vision
applications. Please refer to the Vision System FH/FHV series Robot Connection Guide listed in the
Related Manuals for detail system configuration for each robot system.

I 2.1. System Configuration

g= Switching hub
i ::
il LAN cable L PC
= (Straight cable)

Vision Sensor

I

/ Robot
USB flash drive

Programing
‘ ; Calibration target Tool

Data set output tool

For 3D robot vision
3D Camera

6-axis Robot

I 2.2. Applicable Devices

s z Teaching pendant ?

Robot controller

P PC Software J

The following is a list of target devices.
For details on robot-related items, refer to the Vision System FH/FHV series Robot Connection

Guide (hereinafter also referred to as the Robot Connection Guide) corresponding to each robot
listed in the Related Manuals pages.

Device name | Manufacture Name Model Remarks
Vision Sensor | OMRON Vision Sensor FH FH-5050 Ver. 6.40 or
Series higher

Controllers other
than the FH-5050
are not
supported.

3D Camera OMRON 3D vision sensor FH-SMDA-GS050B -

Camera OMRON Ethernet cable super FHV-VNBX2cM ---

cable bending resistance FHV-VNLBX2oM

Camera I/O OMRON I/O cable super bending FH-VSDX-BXoM -

cable resistance FH-VSDX-LBXoM
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Calibration OMRON Handeye Calibration FH-XCAL-R ---
target Target
Camera Calibration Target | FH-XCAL-S -
3D software OMRON 3D Robot Vison Software | FH-UM3D1 3D robot vision
Installer application and
3D camera driver
Robot OMRON collaborative robot RT6-00o07000 For details, refer
controller TM5-700 to the Robot
TM5-900 RT6-0009000 Connection Guide
listed in Related
Manuals.
Vertical multi-joint robot 17200-36000 For details, refer
Viper 650 17200-36020 to the Robot
17200-36010 Connection Guide
Viper 850 17200-38000 listed in Related
17200-38020 Manuals.
17200-38010
FANUC Vertical multi-joint robot R-30iB Mate For details, refer
Corp. LR Mate 200iD/4S to the Robot
Connection Guide
listed in Related
Manuals.
PC software OMRON Data set output tool for 3D | --- Ver.1.0.0
robot vision You can
download it from
the purchaser
limited service.
Please contact
our branch or
sales office.
OMRON Robot programing - Refer to the
environment Robot Connection
Guide for each
robot.
FANUC Robot programing -— Refer to the
Corp. environment Robot Connection
Guide for each
robot.
Switching OMRON Industrial switching hub W4S1-ooo Recommended
hub product
USB flash OMRON USB flash drive FZ-MEM16G Recommended
drive product
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r—l Precautions for Correct Use

Do not use any device except those mentioned above for each device of the system
configuration.

@ Additional Information

This document does not cover operations, installation, and wiring methods for each device.
For details, refer to manuals noted in Reference Manual.
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3. Configuration of the Application

I 3.1. Specification of the Sensor

eSpecification

Refer to the section 3-2-1 in the Vision System FH Series Hardware Setup Manual for 3D Robot Vision

(Cat. No. Z436).

eComponent Names and Functions

Name

Description

1 2D lighting unit

Lighting for 2D measurement is arranged to illuminate the light.

2 3D lighting unit

Pattern lighting for 3D measurement is arranged to illuminate the light.

3 Imaging unit

Captures images.

Connector for camera 1/0O

4 cable

Use this connector when connecting the camera with a power supply or an
external device using a camera |/O cable.
Dedicated camera /O cable: FH-VSDX-BX / FH-VSDX-LBX)

Connector for camera cable
5 (Ethernet cable)

Use this connector when connecting the camera with a FH sensor controller
using an camera cable (Ethernet cable).
Dedicated camera cable (Ethernet cable): FHV-VNBX2 / FHV-VNLBX2)

Operation PWR (Green)

Lights while power is supplied.

indicator LINK (Green)

Lights when connected with Ethernet equipment.

ACT (Yellow)

Blinks while communicating with an Ethernet device.

WARM UP
6 (Yellow)

Lights from startup to completion of warming up. Turns off after warming

up.

ERR (Red)

Lights when an error occurs.

For the error (system error), refer to the Camera Image Input AOS in the
Vision System FH series Processing Item Function Reference Manual for
3D Robot Vision (Cat. No. Z445).
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eMeasurement Range and Field of View

Measurement position —

Z: 200 mm

eDimensions

X: 400 mm

ﬁ: 300 mm

Measurement range (X,Y,Z)| 400x300x200 mm

WD

400 mm

Refer to the section 3-2-1 in the Vision System FH Series Hardware Setup Manual for 3D Robot Vision

(Cat. No. Z436).

I 3.2. Workpiece

Use the following information as a guide to determine whether a part is measurable. Note that this
guide is not a guarantee. Test thoroughly to make sure that it is measurable.

Characteristics Measurable Unmeasurable
Surface Matte to weak luster Mirror surface, strong gloss,
characteristics transparent, translucent

Pattern reflects moderately from
all surface

Pattern is completely reflected or
absorbed

Surface shape

Narrowest width of the surface
is more than 10 mm
Shapes on which pattern light
does not break or warp

Holes and steep unevenness,
dominant width is less than 10 mm.
Pattern light is interrupted

Exterior size

Dimensions =40 x 40 mm
Thickness =2 5 mm
Area and height required to
obtain sufficient 3D features for
recognition

Dimensions < 40 x 40 mm
Thickness <5 mm
Surface area and height for which 3D
features required for recognition
cannot be obtained
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I 3.3. Container

Examples of containers that are supported or not supported by the 3D robot vision software are

shown below.

Container shape examples

Conditions

Supported

Box container

Edge thickness: 10 mm or more
Maximum size:
Approx. 400 x 300 mm
Size that fits in the field of
view of the 3D Vision Sensor
Minimum size:
Edge width: 10 mm or more
Container inner dimensions:
10 x 10 mm or more
Container color:
Colors that can be detected
by 2D search

Not
supported

Partitioned

Part rack Mortar-shaped

&S

Container shapes with internal
partitions or gradients cannot be
registered.

For information on whether you can
customize the software to support
these shapes, please contact your
sales representative.

Transparent
or translucent

Mesh rack

Container shapes as seen from
directly above the opening or with
colors that cannot be detected by
2D search are not supported.

I 3.4. Supported Robots

Refer to the Robot Connection Guides in “Related Manuals”. For connection to other robots, please

contact your sales representative.
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4, Equipment Installation Ovewrview

I 4.1. Mounting

Attach the camera to the 6th axis of the 6-axis articulated robot using a jig. Refer to the section 5-5-2 in
the Vision System FH Series Hardware Setup Manual for 3D Robot Vision (Cat. No. Z436).

I 4.2. Wiring

Wire the signal line of the camera 1/O cable (FH-VSDX-BX / FH-VSDX-LBX: sold separately) with a crimp
terminal. Insulate unnecessary signal lines and avoid contact with other signal lines. Refer to the section
5-5-2 in the Vision System FH Series Hardware Setup Manual for 3D Robot Vision (Cat. No. Z436).

I 4.3. Connecting

Connect the camera cable (Ethernet cable FHV-VNBX2 / FHV-VNLBX2: sold separately) to the Ethernet
connector on the 3D vision sensor. Then connect it to the top of the two Ethernet connectors on the
sensor controller. Refer to the section 5-5-2 in the Vision System FH Series Hardware Setup Manual for
3D Robot Vision (Cat. No. Z436).

I 4.4. Camera Cable Mounting

To prevent the cables from being caught in the rotating robot, connect them with a sufficient clearance,
taking into account the minimum bending radius.

To prevent the connectors from interfering with the robot, adjust the rotation angle of the robot.

Refer to the section 5-5-2 in the Vision System FH Series Hardware Setup Manual for 3D Robot Vision
(Cat. No. Z436).

I 4.5. Start and Stop Sequence

Turn ON the power of the 3D Vision Sensor at the same time as or before you turn ON the power of
the FH Controller. If the FH Controller starts up first, it will not be able to communicate with the 3D
Vision Sensor.

Also, because scene data is large, confirm that saving of the data is completed before you turn OFF
the Controller.
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5. Startup Procedure

This section describes the work flow, preconditions, and what can be achieved by
Startup Procedures in each section.

I 5.1. Preconditions

The following conditions shall be satisfied.
The installation, wiring, and operation verification for each device have been finished.
Warmup of 3D vision sensor is completed.
Robot is operated in the robot base coordinate and no tool offset is set.

@ Additional Information

This document does not provide operations, installation, and wiring methods for each
device. For details, refer to manuals noted in Related Manuals.

As a guide, the warmup time of the 3D Vision Sensor is about 15 minutes after power
ON. For details, refer to Precautions for Correct Use in the following manual. Vision
System FH series Hardware Setup Manual for 3D Robot Vision (Cat. No. Z436)

For the setup of the robot, refer to the Vision System FH/FHV series Robot Connection
Guide for the robot to connect.
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I 5.2. What You Can Do by This Startup Procedure
5.2.1. 3D Robot Vision Software Installation

Factory default Vision Sensor doesn’t have software for 3D measurement. Please follow the
procedure in section 7 to install a 3D Software and camera driver to the Vision Sensor.

gr Vision Sensor Switching hub PC

Iﬁ:: [ ]

(.
1 b USB flash drive

Software installer for

3D robot vison

6-axis Robot Robot Controller

5.2.2. Connecting the Vision Sensor to the Robot Controller

The procedures to load the sensor controller project data (including scene data) into the
Vision Sensor and configure the network are described in the 7.2 and 7.3, respectively.

For the setup and connection to the robot controller, refer to the Vision System FH/FHV
series Robot Connection Guide for the robot to connect listed in the Related Manuals in this
manual.
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gq " Switching hub PC
ian | [~
0 o | €

Vision Sensor _[l:]
L7

USB flash drive
Sensor controller

Robot Program

project data

PC software

Robot program

Robot Robot Controller

B

Execution | Setup Program

(robot program)

2) Response/ 1) Connection request —
Vision S ' Robot controller
ision Sensor Connection C 3) Response (TCP client)

(TCP server) request (Communication start)
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5.2.3. Setting Vision Sensor

When following the procedures in section 8 you can complete settings for the Vision Sensor
required for applications that are calibration between camera and robot, and controlling the
robot from the Vision Sensor's operation.

: Switching hub
dale =" PC
e -
L= 1) Control command

Vision Sensor

3) Command response
(Current position etc.)

v
Execution Setup program
(robot program)
2) Command execution
Robot (Driving the robot etc.) Robot Controller
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5.2.4. Designing Robot

Program

The robot program implementation procedure for controlling the Vision sensor (changing

scenes, executing measurement) is described in the section 6 of 'Vision System FH/FHV

series Robot Connection Guid

e’

Refer to the document corresponding to each robot.

: Switching hub PC
ife

I

! |

Gm.—.

Vision Sensor

2) Command response

(Measurement value etc.

1) Control command

) (Measurement etc.)

e

h 4

Execution Sample Program for

'z __ &

Command execution
Robot

(Driving the robot etc.)

IE' Precautions for Correct Use

Simple application

Robot Controller

The implementation procedures for robot programs noted in the 'Vision System FH/FHV
series Robot Connection Guide’ are for reference only. You must design, implement, and test
actual robot program operation based on the used environment and robot applications.
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6. Creating Data Set for the Robot Vision

This section describes the work flow for creating a data for the vision sensor (sensor controller
project data) and a robot program (sample program) for the robot controller.

I 6.1. Creating Data Sets

Use the Data set output tool for 3D robot vision to output the following data sets.

You will use the sensor controller project data that you create here in 7.2. For details on the
scene data included in the sensor controller project, refer to 8.3.
For details on the robot program, refer to the Vision System FH/FHV series Robot Connection

Guide corresponding to the robot listed in Related Manuals in this manual.

Output data

Description

Sensor controller project data

Scene templates, communication command
macros, user dialogs, etc., that are required
to construct the 3D robot vision application

Robot program

Setup programs for setting up the
application, sample programs for executing
the application

Follow the steps below to create the data sets for robot vision.

IE' Precautions for Correct Use

The operating environment of the Data set output tool for 3D robot vision is

Windows 10 64-bit.

Step

Description

Window image, diagram

1

Open the folder on your PC where the
Data set output tool for 3D robot vision
is stored.

Launch the dataset output tool for 3D
robot vision by double clicking
RobotSettingTool.exe .

3DRobotSettingTool_eng X +
3DRobotSettingTool_eng N
v TMROBOT (E) ame
RobotSettingTool_eng data

language
v [D 3DRobotSettingTool.exe ]

85l 3DRobotSettingTool Ver1.00 - X

Select robot maker OMRON_Viper 6 axis

Select application
Gamera position

@ Pick O hand
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Select a robot manufacturer to
connect from the combo box.

IE-elec! robot maker I

[OMRON_TM_6 axis w

Salect spplication

OMBON_Viper_b acis
OMBOM_TH 6 axiz

Select the actual robot to connect. Selecting a wrong robot causes
the Vision Sensor to output incorrect command values to the

connected robot, which may result in unexpected robot movement.
Sensor controller projects that the tool outputs cannot be used

commonly between different robots.

Click [Output] after selecting
the output path for the data
set.

[D Output

Output path

Clase

Click [OK] when the “Check”

Check by
Dialog is displayed after the
data set was output. Outputting data

£ complete
Lo ]|

Check that a folder was created E—————
with a name of “year, month, ~

v o TMROBOT(E:)

day, hour, minute, and second”

in the specified output path and
there are “FHdata” and
“‘RobotProgram” in it.

The FHdata folder stores the sensor
controller project files for 3D robot
vision.

The RobotProgram folder stores the
robot program.

20200624161356

RobotSettingTool_jpn

Copy the folder that contains the output
FHdata and RobotProgram to a USB
flash drive or other media.
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7. 3D Sensor Software Installation

This section describes procedures to install 3D Sensor Software to the Vision Sensor. Before
installation, please disconnect the 3S sensor head from the Vison sensor.
Please follow the flow below for the installation.

74N Installing and Uninstalling the 3D Installing the 3D Robot vision software that
Robot Vision Software include 3D processing item functions and
installing the camera driver for 3D Vison
Sensor.

7é78 Loading the Sensor Controller Project Load the sensor controller project data which

generated by the Data set output tool for
robot vision.

/#<8 Configuring the Network (Ethernet Vision sensor network setting for connect it
Communications) to the robot controller.

I 7.1. Installing and Uninstalling the 3D Robot Vision Software

This section describes the procedures for upgrading the software of the FH sensor controller with
the FH-UM3D1.

Please perform the software version upgrade only after confirming the operating procedures and
cautions. After upgrading, if you want to return to the previous version, use the Version upgrade
tool (Ver. 6.11 or higher) and install the applicable FH sensor controller software.

For troubleshooting for Installing and Uninstalling, refer to 7.1.4.

IE' Precautions for Correct Use

Keep a backup of the scenes and other data created with older versions before you
update the software. They may become unusable due to incompatibility.

For how to back up the data, refer to Backing up Sensor Controller setting data in the
following manual. Vision System FH/FHV Series User’s Manual (Cat. No. Z365)

IE' Precautions for Correct Use

FH-UM3D1 can be used for version upgrade of one FH Sensor Controller.
Keep the FH-UM3D1 device in a safe place as it will be needed when using again or
repairing a controller.
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Do not make any modifications to the files or file structure of the FH-UM3D1. It may
cause the device to no longer function correctly.

7.1.1. Applicable Devices and Device Configuration

The devices for which there is FH-UM3D1 support are as follows.

Manufacturer Name Model Version

OMRON FH sensor controller FH-5050 Ver. 6.40 or higher

Connect each device as follows.

USB connection USB connection

\\_
FH-UM3D1 USB mouse
Version up tool Vison sensor
FH-5050
Power supply
LCD monitor

Manufacturer Name Model Version
OMRON FH-UMAI version up tool FH-UM3D1 -
OMRON Vision sensor FH-5050 Ver. 6.40 or higher
- USB mouse - -
- LCD monitor - -
Power supply - -

IE' Precautions for Correct Use

Do not connect anything other than those included in the above configuration to the FH
sensor controller during version upgrade. If a USB switch, etc. is connected, the FH
sensor controller may not operate properly after the version upgrade.
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Do not insert any external storage device other than USB flash drive or SD card that

contains the Version update tool software in the FH Sensor controller. The version

upgrade may not be completed normally.

7.1.2. Software Installation

IE' Precautions for Correct Use

Do not remove the FH-UM3D1 from the FH sensor controller during the version upgrade.

It may cause the version upgrade to fail.

Do not turn off the power to the FH Sensor Controller during the version upgrade. It may

cause the version upgrade to fail.

Follow the steps below to install the software.

Step

Description

Window image, diagram

1

Make sure the FH-UM3D1 is inserted in the
FH Sensor Controller when it is started up.

The Language Setting dialog will be
displayed the first time the FH-UM3D1 is
used.

In the Language Setting dialog, select the
language and click OK.

Select language of the system.

Language : [N |

|

If the license file has already been generated,
the following dialog will be displayed. Click
OK.

If the license file has not already been
generated, the following dialog will be
displayed. Click OK.

FH-UM3D Frmware upgrade tool Ver_ 1.00

The production of license is accomplished.

Press "OK" button to start installation.

(814

FH-UM3D Frmware upgrade tool Ver.1.00

The licenze file will be created.
Cnce the license haz been created,

the license cantot be made on other sensor contraller.

OK?

*Do not dizconnect FH-UM3ED.

Ok Cancel
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The following dialog will be displayed. Click
OK.

If you click Cancel, the following dialog will be
displayed. Click OK. The license file creation
will be canceled and the FH Sensor Controller

FH-UM3D Frmware upgrade tool Ver_ 1.00

The production of license is accomplished.

Press "OK" button to start installation.

(814

FH-UM3D Frmware upgrade tool Ver.1.00

The production of license is canceled.

Press "OK" button to restart.

will be restarted.
oK
The following dialog will be displayed. Click

Execute. The Version upgrade will be started.

If you click Cancel, the Version upgrade is
cancelled and the FH Sensor Controller will
be restarted.

If you click Language Setting, the Language
Setting dialog will open. Select your desired
language and click OK. The dialog will
change to the selected language. If you click
Cancel it will revert to the previous language.

This will upgrade sensor controller firmware .

Make sure fimmware version are comect, then start upgrade.

— Wersion
Firmware wersion in the sensor controller :

FH-$3-UM3D00T Ver 6.40
2020/11/26

Firmware version after upgrade :

FH-}3-UM3D00T Ver 6.40
2020/10/07

Language Setting Execute Cancel

Select language of the system.
Language : o

QK | Cancel |

When upgrading, the FH sensor controller
may restart more than once.

El Precautions for Correct Use

Do not remove the FH-UM3D1 until the version upgrade is completely finished.
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If the following dialog appears, select Install

@ Windows cant verify the publisher of this driver software

this driver software anyway. If the dialog

below does not appear, proceed to the next B e e o ot melbettn i chrver
software for your device.

step. -+ Install this driver software anyway
Only install driver software obtained from your manufacturer's website or

disc_ Unsigned software from other sources may harm your computer or
steal information.

j See details

IE' Precautions for Correct Use

If you select Don’t install this driver software, the process will proceed without
updating the driver. If you mistakenly select this, the following dialog will appear.
Click OK to display the same dialog screen will appear again during the process.

In which case select Install this driver software anyway.
FH-UM3D Firmware upgrade tool Ver.1.00

l bk Failed to install the driver. Driver installation will be run again.

Depending on the configuration of the FH
sensor controller, Touch panel drivers may Would you like to install this device software?
. . . Name: DMC Co.,Ltd
also be installed. If the following dialog Pubteher, D Co. L
appears, select Install. If the dialog below
pp 9 I Ao st et e “DVC o, .|l _]| Dot it |
does not appear, proceed to the next step. @ You sk oty ota teer sefvmme oo persvou it Hmcam |

decide which device software is safe to install?

B Windows Security

‘Would you like to install this device software?

& Name: DMC Co. Ltd Human Interface Devices

~ Publisher. DMC Co,, Ltd
(il

I Aoy st sl o "M Go., L.

(£ You should only install driver software from publishers you trust. How can |
decide which device software is safe to install?

El Precautions for Correct Use

If you select Don’t install, the process will proceed without updating the driver. If
you mistakenly select this, the following dialog will appear several times. Click
OK. After that, please proceed to step 9 and execute the version upgrade

procedure again.

FH-UM3D Firmware upgrade tool Ver.1.00

l -.\ Failed to install the driver. Driver installation will be run again.
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When upgrading, the FH sensor controller may restart more than once.

IE' Precautions for Correct Use

Do not remove the FH-UM3D1 until the version upgrade is completely finished.

The following dialog will appear. Remove the
FH-UM3D1 from the FH sensor controller and
click OK.

FH-UM3D Frmware upgrade tool Ver.1.00

The installation is complete.

Size 236870

Sum 51723

Xor 65175

Remove FH-UM3D. and press \"OK\" button_ The system will reboot .

The FH controller will restart.

10

When the FH sensor controller starts, a
dialog as shown on the right will appear to
confirm that you are about to perform
network configuration for the 3D Vision
Sensor. Click OK.

When you click OK, if the application
software for the FH sensor controller is
running, a dialog as shown on the right will
appear to prompt you to close the FH
application.

In the FH application software, click End
from the File menu to close the FH
application software, and then click OK in
the dialog.

IE' Precautions for Correct Use

x

Start the NIC configuration for 3D vision sensor.
If other processes such as a firmware update are in progress, wait for them
to finish,

[

x

The FH application is running.
Please terminate it.

If other processing such as firmware update is running, wait until it completes

before you close the FH application software.

When you close the FH sensor controller
application software, the window keyboard
may terminate abnormally. If the window
keyboard terminates abnormally, there will
be a delay in response to your mouse
operation, along with an abnormal
termination notification as shown on the
right. Close the abnormal termination
notification to recover from the symptom.

& Accessibility On-Screen Keyboard M= B3

-

ai. ility On-Screen Keyboard has stopped working
Windows can check online for a solution to the problem the next time
you go onfine

<> Check online for a solution later and close the program

|-§ Close the program _]

ijmmss
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11

When a dialog as shown on the right
appears to notify that you are about to
restart the sensor controller, click OK.

[N Confirmation

The process continues after the restart.
Start the reboot.

12

A command prompt as shown on the right
appears, which shows the progress of
automatic camera driver installation and
Ethernet communications configuration.
When the processing is completed, the
sensor controller will restart automatically.

IE' Precautions for Correct Use

Since this processing initializes the Ethernet communications settings,

the FH sensor controller may fail to communicate with the 3D Vision
Sensor after the restart. If it fails to communicate with the 3D Vision

Sensor, restart the system again.

Since this processing initializes the Ethernet communications settings,

the FH sensor controller may not be able to communicate with external

devices. If so, you need to reconfigure the Ethernet communications

settings. For details on setting the conditions for Ethernet
communications, refer to the Vision System FH/FHV Series User’s
Manual for Communications Settings (Cat. No. Z342).

If the dialog shown on the right is displayed
for installation of the driver in the middle of
step 12, select Install. If the following dialog
does not appear, no operation is required.

Wordd you ke 1o instoll this device software?

am] Neme OMRON SENTECH CO.Ltd. Network Service
-_], Publisher: Sentech Co LTD

e

£ You should only inatall drver softwars from publishers you trust . How con | decide
which dovice software is safe to netall?

I~ Atways trust softwars from ~Sertech Co LTD™
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IE' Precautions for Correct Use

Select Don’t install to proceed without updating the driver. If this is not
the case, from the Windows start menu, select OMRON — FH-UM3D1
and click Relnstal after restarting in step 12.

This will complete the Version upgrade.

Connect the 3D vision sensor and restart FH Sensor Controller.

7.1.3. Software Uninstallation
This section describes the procedure to uninstall the 3D robot vision functions from the FH
sensor controller and restore the standard FH sensor controller Ver. 6.4.0. Performing the
uninstallation operation disables the dedicated processing items for the 3D Vision Sensor and
3D robot vision. To reinstall the 3D robot vision functions in this state, follow the version
upgrade procedure again.

IE' Precautions for Correct Use

Performing uninstallation disables the scene group data, scene data, and window layout
that you have used. Before you perform uninstallation, back up the settings of the FH
sensor controller. For how to back up the data, refer to Backing up Sensor Controller
setting data in the following manual. Vision System FH/FHV Series User’s Manual (Cat.

No. Z365)
1 | From the Windows Start menu, select
OMRON = FH'UM3D1 and CI'Ck Uninsta" Uninstall the 3D robot vision function and revert to the standard FH.

A dialog as shown on the right appears to

confirm that you are about to start

uninstallation.
Click OK to start uninstallation.
Click Cancel to cancel the uninstallation

and end the processing.
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When you click OK, if the application
software for the FH sensor controller is
running, a dialog as shown on the right will
appear to prompt you to close the FH
application.

In the FH application software, click End
from the File menu to close the FH
application software, and then click OK in
the dialog.

When you close the FH sensor controller
application software, the window keyboard
may terminate abnormally. If the window
keyboard terminates abnormally, there will

¥ Confirmation |
The FH application is running.
Pleaze terminate it.
& Accessibility On-Screen Keyboard
% On-Screen has stopped working

=1

Windows can check online for a solution to the problem the next time

you go online .

- Check online for a solution later and close the program

. l < Close the program ‘]

be a delay in response to your mouse
. . v | View problem details

operation, along with an abnormal
termination notification as shown on the
right. Close the abnormal termination
notification to recover from the symptom.
When a dialog as shown on the right x|

appears to notify that you are about to
restart the sensor controller, click OK.

The process continues after the restart.
Start the reboot.

A command prompt as shown on the right
appears, which shows the progress of
automatic uninstallation of the camera
driver, deletion of dedicated processing
items for 3D robot vision, installation of FH
application software Ver. 6.40, etc. When
the processing is completed, the sensor
controller will restart automatically.

This will complete the uninstallation.
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IE' Precautions for Correct Use

Performing uninstallation disables the scene group data, scene data, and window layout
that you have used. After you perform uninstallation, initialize the settings of the FH
sensor controller before use. For how to initialize the FH sensor controller, refer to

Initializing the Controller in the following manual. Vision System FH/FHV Series User’s

Manual (Cat. No. Z365)

7.1.4. Troubleshooting

When this occurs

Possible cause

Corrective action

The Version upgrade tool does
not start.

The files in the FH-UM3D1
may be corrupted.

At startup, there may be a
delay in recognizing FH-
UM3D1, and the Version
upgrade tool may have failed
to load.

Perform the Version upgrade
procedure again.

If it does not start after the
above actions, please contact
us.

The FH controller does not
restart.

A power failure may have
occurred during installation,
and the hardware of the FH
Sensor Controller may be
damaged.

Turn off the power of the FH
sensor controller and restart
it.

If the above does not work,
the file or hardware may be
damaged.

Please contact Omron.

The files in the FH Sensor
Controller may be corrupted.
The version upgrade may
have failed due to the
insertion / extraction of FH-
UM3D1.

Perform the Version upgrade
procedure again.

If the above does not work,
the file or hardware may be
damaged.

Please contact Omron.

The camera or I/0O do not work
properly after the version
upgrade.

Some files may not have
been updated due to FH-
UM3D1 insertion / removal
while the FH sensor
controller was restarting.

Perform the Version upgrade
procedure again.

If the above does not work,
the file or hardware may be
damaged.

Please contact Omron.
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When this occurs

Possible cause

Corrective action

After version upgrade, the FH
sensor controller does not start
normally.

You may have selected Do
not install in the driver
installation confirmation
dialog during the version
upgrade. Some files may not
have gotten updated.

It is possible that the power
was turned off without
pressing the OK button when
the version upgrade
complete message was
displayed. Some files may
not have gotten updated.
There was a delay in
recognizing the FH-UM3D1
while restarting the FH
sensor controller, and some
files may not have gotten
updated.

Perform the Version upgrade
procedure again.

If the above does not work,
the file or hardware may be
damaged.

Please contact Omron.

The following dialog is

displayed.

Another FH-UM3D has already been used for this sensor
I controller
Are you sure you want to use this FH-UM3D?

| Caol |
(Another FH-UM3D has already

been used for this sensor controller.

Are you sure you want to use this
FH-UM3D?)

If an FH-UM3D1 of the same
format was previously used
for the same FH sensor
controller in the past.

To execute, click OK.

To cancel, click Cancel.

If you click Cancel, the
following dialog is displayed.

Remove FH-UM3D.
Press "OK" button to restart.

(Remove the FH-UM3D1 and
then click OK. The FH
controller will restart.)
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When this occurs

Possible cause

Corrective action

The following dialog is
displayed.

This sensor controller cannot be upgraded with this firware.
FH-UM3D compatible sensor controller can be checked in the manual Z446.
Press "OK" button to restart.

(This sensor controller cannot be
upgraded with this firmware. FH-
UM3D compatible sensor controller
can be checked in the manual
Z446. Press “OK” button to restart.)

If the FH-UM3D1 is executed
on a non-supported FH
sensor controller model, the
dialog will be displayed.

Check that the device is a
supported model and perform
the version upgrade
procedure again.

The following dialog is
displayed.
Emror

The walidation of license failed.
Press "OK" button to restart

FH-UM3D Firmware upgrade tool Ver 1.00
License file creation failed
Data in FH-UM3D has changed from the factory defautt
Please contact our company.

Press "OK" button to restart

The file structure of FH-
UM3D1 may be changed.

Please contact Omron.

The following dialog is
displayed.

FH-UM3D Firmware upgrade tool Ver.1.00

Failed to read sensor controller information.
Possible hardware failure.

Please contact out company.

Press “OK” button restart.

Emor

Failed to read sensor controller information._
Possible hardware failure.

Please contact our company.

Press "OK" button to restart

If an error occurs in the
controller, the dialog will be
displayed.

Please contact Omron.
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When this occurs

Possible cause

Corrective action

The following dialog is
displayed.

FH-UM3D Firmware upgrade tool Ver.1.00

License file creation failed.
Possible hardware failure.
Please contact out company.
Press “OK” button restart.

If an error occurs in FH-
UM3D1, the dialog will be
displayed.

Please contact Omron.

The following dialog is
displayed.

FH-UM3D Firmware upgrade tool Ver.1.00

The license validation failed
The license file is for a different sensor controller.
Flease insert FH-UM3D with comect license

Press "OK" button to restart.

If you use a licensed FH-
UM3D1 with an FH sensor
controller that is different
from the one used when the
license was created, the
dialog will be displayed.

Use FH-UM3D1 with the
correct license file.

The following dialog is
displayed.

Ermor ]

Failed to upgrade fimware.
Remove FH-UM3D, and press "OK™ button. The system will reboot
with the cumrent firware..

(Failed to Update firmware.

Remove FH-UM3D, and press “OK”

button. The System will reboot with

the current firmware)

If the version upgrade fails,
the dialog will be displayed.

Perform the Version upgrade
procedure again. If the dialog
is displayed every time,
please contact Omron.

The following dialog is
displayed.
Error

l . Please do not remove FH-UM3D until complete.

(Please do not remove FH-UM3D

until complete)

If you remove the FH-UM3D1
while updating the driver, the
dialog will be displayed.

Connect FH-UM3D1 again
and press the OK button. The
Version upgrade will continue.

The following dialog is
displayed.

5

Metwork configuration failed.
Would to try again after the reboot ?

Yes Mo |

If the Ethernet
communications
configuration fails, the
following dialog will be
displayed.

To start the configuration
again from the beginning,
click the Yes button.

To leave the settings as they
are, click the No button.
Whichever you choose, the
sensor controller will restart.
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I 7.2. Loading the Sensor Controller Project

An application template that include scene data, environment variables and macros is loaded
from the sensor controller project data. The sensor controller project data is being prepared
separately according to each robot. Use a sensor controller project that matches the robot

type.
Please follow the procedures below to load the configuration data.

Step Description Window image, diagram
1 | Insert USB flash drive which £7-PanDA
stores the sensor controller File  Function Window

TOM Editor

project data into USB port.

. . System Settings
Select [Tool] - [Configuration

Security settings
Scene Group Saving Destination Settings

NG analyzer

copy] in the menu bar.

User data tool

Settings download and upload tools
Layout download and upload tools
Image file save

Registered Image Manager
Cemmunication Command Macre
Flow viewer

Calibration support tool

Update standard position tool
Conversion scene group data tool
Custom dialog tool

Custom dialog

Scene Control Macro Tool

Configuration copy ]
2 | Select “Select a sensor a2

controller project” from the [Load] — [ TR
tab.

Select a sensor controller project
Select the sensor controller o
project folder (FHdata) that create
in section 6.1.

3| Click Execute button to restart it.

Execute

A WARNING

Please be sure to use the sensor controller project data appropriate

for your robot. A

Mismatch of configuration file cause unexpected robot motion.
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I 7.3. Configuring the Network (Ethernet Communications)

The IP address of Vision sensor and 3D sensor head is as shown below.

Please connect 3D vison sensor to Ethernet1.

Then, connect the robot controller and other communication equipment to Ethernet2. For how to
check the network settings of the robot controller and the connection with the FH sensor controller,
refer to the Vision System FH/FHV series Robot Connection Guide for each robot listed in the
Related Manuals in this manual. You can set any IP address for the FH sensor controller
Ethernet2.

IP Address Net mask Connect to
Vision Sensor 10.5.5.100 255.255.255.0 3D Sensor head
Ethernet1
Vision Sensor 10.5.6.100 255.255.255.0 Other equipment
Ethernet2
3D Vision Sensor 10.5.5. XXX 255.255.255.0 Vision Sensor
(auto assigned ) Ethernet1

IE' Precautions for Correct Use

Do not change the settings of the FH sensor controller Ethernet1 as it prevents
communications with the 3D Vision Sensor. If you change the communication settings
by mistake and find that the sensor controller is not communicating with the 3D Vision
Sensor, restore the default settings above.

Set the settings in section 3 of Vision System FH/FHV series Robot Connection Guide "
using the above examples of IP addresses.

Change the IP address and subnet mask settings of the FH sensor controllers
Ethernet1 and Ethernet2 as necessary so that they have different IP addresses. Setting
the same IP address may prevent the sensor controllers from communicating correctly.

Setting only the IP address of the FH sensor controller Ethernet2 in the System settings (Tools -
System settings - Communications) does not reflect the change in the system. To have it
reflected in the system, perform the following procedure. If the IP address of Ethernet2 is
changed, be sure to follow the procedure below. For details on setting the conditions for Ethernet
communications, refer to the Vision System FH/FHV Series User’s Manual (Cat. No. Z365).
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Step | Description Window image, diagram

1 | Configure the Communications Module
settings of the FH sensor controller. For
details, refer to the following information.
2-5 Non-procedure Communications in
Vision System FH/FHV Series User’s
Manual for Communications Settings (Cat.
No. Z342)

2 | Set the communication specifications of the

Address selling
FH sensor controller for communications o e

with external devices. Configure the settings

in Address setting 2 only.

Prafesmed WINS server

o| 8| &| o &

[

[

- [
[ ][ 5
| v 0
[

Amernate WINS server

After setting, click Data Save button of

Vision Sensor Main window. : :
Subnet masi: =l = = 9

Delaul gatewary

3| Close the FH application software.
In the FH application software, click End

Fie Functicn

from the File menu.

4 | Have the Ethernet communications settings x|
that you configured in the FH sensor Start [ configuraton.

controller reflected in the system.

From the Windows Start menu, select
OMRON - FH-UM3D1 and click NICconfig.
A dialog as shown on the right appears to
confirm that you are about to start IP

cacs

address setting.

Click OK to start the IP setting.

Click Cancel to cancel the IP setting and
end the processing.

IE' Precautions for Correct Use

If you cancel the IP setting, the Ethernet communications settings will not
be reflected in the system. Start again from Step 4.




When you click OK, if the application
software for the FH sensor controller is
running, a dialog as shown on the right will
appear to prompt you to close the FH
application.

In the FH application software, click End
from the File menu to close the FH
application software, and then click OK in
the dialog.

When you close the FH sensor controller
application software, the window keyboard
may terminate abnormally. If the window
keyboard terminates abnormally, there will
be a delay in response to your mouse
operation, along with an abnormal
termination notification as shown on the
right. Close the abnormal termination
notification to recover from the symptom.

x

The FH applization is running.
Pleaze terminate it.

& Accessibility On-Screen Keyboard

On-Screen Keyboard has stopped working

A

Windows can check online for a solution to the problem the next time

you go onfine.

- Check online for a solution later and close the program

lA Close the program

i

L] View problem details

When a dialog as shown on the right
appears to notify that you are about to
restart the sensor controller, click OK.

ﬂ

The process continues after the restart.
Start the reboot.

A command prompt as shown below
appears, which shows the progress of
automatic configuration of the Ethernet
communications settings. When the
processing is completed, the sensor
controller will restart automatically.

The Ethernet communications settings are
now reflected in the system.
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If the network configuration fails, the B
following dialog will be displayed.

Network configuration failed.

To start the configuration again from the Wouid to try again after the reboot 2
beginning, click the Yes button.

To leave the settings as they are, click the Yes No
No button.

Whichever you choose, the FH sensor
controller will restart.

After completing the configuration, follow the instructions in the Vision System FH/FHV Series

User’s manual for Communications Settings (Cat. No. Z342) to check the communications

status.
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8. Vision Sensor Setting for Robot Vision

This section describes the setting procedures for the Vision Sensor required for constructing
robot vision applications.

I 8.1. Overview

The settings for the Vision Sensor use a special data set for robot vision applications. By
loading the sensor controller project according to the procedures in section 6, scene group
data and user dialog data are loaded. Thereby, you can start the setting without designing a
measurement flow from scratch. Additionally, the Vision Sensor user dialogs equip robot
controlling functions such as jog operation and auto-calibration. It contributes to reduce man-
hour of constructing an application.

IE' Precautions for Correct Use

This section covers the operation to output the grasp points of the detected workpieces in
the robot coordinate system. It does not cover the path control (path plan) of the robot, and
the grasp error control, placement position recognition, and placement position control of the
grasped workpieces.
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I 8.2. Coordinate Systems and Angle Types

This section describes the coordinate system and angle representation used in the processing

items to set the sensor settings.

1) Robot coordinate system
This coordinate system deals with the coordinates of the robot. The terms used in the robot
coordinate system are shown in the table and figure below.

Coordinate system name Description
Robot base coordinate system | Origin is based on the robot base.
Local coordinate system User defined coordinate system
Flange coordinate system Origin is based on the robot flange center.
Tool coordinate system Origin is based on the end effector or tool that attached on
robot flange.
Camera coordinate system Origin is based on cameras optical center.
Camera 4 \
coordinate Flange
== coordinate |
\ \
Xc Y ‘ ol /
i~ e <3
.. | Robot base
coordinate
\‘\

_—

\
1
Tool
coordinate
\ ) Zp
T L
b L
Local %
Y, coordinate

/

# AH

For each coordinate system, the orientation of each axis differs depending on the robot
manufacturer and axis configuration. For the detailed definition of the coordinate systems,
please refer to the manual for your robot.
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2) Camera coordinate system

The coordinate system used by the 3D Vision Sensor. The center of the left-side window of the
3D Vision Sensor is the origin of the camera coordinate system. On the display, X represents
the direction toward the right side; Y represents the direction toward the lower side; and Z
represents the direction from the front to the back of the paper.

Y axis

3) CAD coordinate system

The coordinate system of CAD data. It has the origin and directions set in the CAD software,
which are defined in individual CAD data. The center of gravity of the CAD data is not
necessarily the origin.

4) Latitude and Longitude

The registration range of a 3D Search model can be specified as latitude range and Longitude
range. When a model is displayed in the window, the directions of the latitude range and
longitude range are defined as shown below.

Latitude range Longitude range

Latitude . . i
Y

Longtitude
X
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I 8.3. Scene Data Configuration
Scene data is assigned to fixed scene per application. When setting it, switch scenes
with reference to the following.

No. Scene name Description
0 | Place_Onhand_6axis Perform Pick application.

125 | Calibration _Place_Onhand_6axis_ XXX | Perform hand-eye calibration.
(XXX: Identifier of robot type)
126 | 3D_Data_Manager Register workpiece CAD data, hand(gripper)
model data and grasp point data. The
registered data will be referenced by other

scenes in the same scene group.

127 | Camera Calibration AOS This scene is used to calibrate the camera
(3D Vision Sensor) using a dedicated
calibration plate.

IE' Precautions for Correct Use

When you make new scene data for new workpiece or new hand-eye calibration condition,
please copy scene No.0 or scene No.125 by using [Function]->

[Scene maintenance]. These two scenes use internal variables to link processing items to
enable communications with the robot. If you individually add or delete the processing items,
they will not operate properly.

1) No.0 Pick_Onhand_6axis
This scene is for the Picking application.
This scene consist of image input(3D), container detection, work pieces search(3D Search),
finding grasp point of work piece and output to the robot.
An output of this scene is sent to the robot and the robot moves to the grasp point.
Copy this scene to adding the new scene for new kind of workpiece.

No. | Processing Unit Function
0 = 0.Camera Image Input AOS Capture an image from 3D camera and
[ﬁ? reconstruct 3D data (depth map). It also

obtains 2D image (gray scale).

1 1.Container Detection Register the container size (setting mode) and
@ detect the container (run mode).
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2)

23D Search

[=]
:rljf

Searches the work piece in depth image and
outputs its 3D coordinate values
(X,Y,Z,RX,RY,RZ) in camera coordinate
system.

3 \;;Fm 3.Grasp Planning
=

Selecting preferable grasp point (no conflict
with container) from searched wok piece.
Output grasp point(X,Y,Z,RX,RY,RZ) in robot
coordinate.

4 E 4 Calculation

This unit is used for reflecting total judge of
the flow. There is no need to set/modify this
unit.

“—a 5Resultoutput (Message)

Transmitting the grasp point3D coordinate
values (X,Y,Z,RX,RY,RZ) to the robot.

6.Robot Info. Log
'D'Cr\

Log the coordinates of the robot to scene
variables to be used for trouble analysis.

No.125 Calibtartio_Pick_Onhand_6axis_XXX

This scene is intended to use for the hand-eye calibration between the robot and the Vision

sensor. The HandEye calibration unit calculates the hand-eye calibration parameters. The

camera coordinate system is converted in the robot coordinate system by using the hand-eye

calibration parameters.

To set several different calibration conditions, make copies of this scene.

No. | Processing Unit

Function

0 0.Camera Image Input AOS
g * o

Capture an image from 3D camera and
reconstruct 3D data (depth image). It also
obtains 2D image (gray scale).

1 1 Robot Data Select a robot type to be connected to the
_&D Vision sensor. The information set in this unit
is referenced form other units (HandEye
Calibration, Container detection unit).
2 ' 290 Search Searches a location and posture of the

calibration target object in 3D space.

3 \:?1 3. HandEye Calibration

Calculate the hand-eye calibration parameter
with results of 3D Search and robot points and
postures. The hand-eye calibration
parameters are referenced from the container
detection unit
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3)

4)

No.127 3D_Data_Manager

This scene is used to register/manage the work pieces CAD data, grippers (end effecter) data
and grasp points of the work pieces. The 3D Data Manager unit is referenced from processing
units (3D Search, Grasp Planning) In another scene in same scene group. It is possible to
manage all workpiece data, gripper data and grasp point data belongs to same scene group in
one 3D Data Manager unit.

No. | Processing Unit Function
0 = 0.Camera Image Input AOS Dummy unit. There is no need for setting this
i unit in this scene.

1 1) Load the work piece CAD data from file
1.30 Data Manager ]
& and register the CAD data.
- 2) Register shape of the gripper (end
effector)
3) Register the grasp points of the work

3

F

pieces.

No.127 Camera Calibration AOS
This scene is used to correct the geometric parameters of the 3D vision camera (FH-SMDA-
GS050B) depending on changes over time or temperature changes. For details, refer to the
Vision System FH Series AOS Camera Calibration Operation Guide (Cat. No. Z451) listed in
Related Manuals in this manual.
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I 8.4. User Dialogs

The main window of the Vision Sensor has buttons to launch user dialogs to assist the user to
configure settings. Layout 2, which is the default window displayed when you load a sensor
controller project for 3D robot vision as described in 7.2, has buttons to start configuration
wizards for novice users; Layout 0 has buttons to start configuration without using wizards for
experienced users. You can also display the buttons of Layout 0 from the wizard that you start
from Layout 2.

For how to switch between the layouts, refer to Arranging Windows [Layout Functions] in the
Vision System FH/FHV Series User’s Manual (Cat. No. Z365) listed in Related Manuals in this

manual.
Layout Main window image
1
Fie Function Tool Viiindow
Edit flow Data save Scene swilch
e Switch layout
fobot Operation Robol Errar bot Current Pos. Get |Robot Command Pos.
HandEye Calib. X :  0.0000 ¥ : 0.0000 ¥ :  0.0000 W :  0.0000
Camara Calib. A0S FH 30 Mcr. Yer. 2.00 Y : 0.0000 P : 0.0000 ¥ : 0.0000 P : 0.0000
liode| Batch Reg. RE Prog. ¥er. 2.00 Z :  0.0000 R : 0.0000 2 :  0.0000 R :  0.0000
2
File Function Tosl Window
Edit flow Drata save Scene switch
. Switch layout
HandEye Calib, Setting Robot Error obot Current Pos. Get obot Command Pos.
PPick Sefting L 0.00o0 W = g.0oon X - p.oooo W s 0.0000
Camera Calib. 405 Setting |FH 30 Mer. Wer. 2.000 v : 0.0000 P : 0.0000 Y : 0.0000 P : 0.0000
RE Prog. Wer. 2.00 I : 0.0000 R : 0.0000 2 : 0.0000 R : 0.0000
Default window after loading the sensor controller project
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8.4.1. Layout 0 Window

The main window of the Vision Sensor has buttons to launch user dialogs as shown in the

figure below. This section describes buttons that are displayed in the Layout O window.

File Function Toal Vindow

fiobot Operation

HandEwe Calib.

Camara Calib. ACS

Model Batch Reg.

Edit flow Data save Scene switch
avaLti Switch layout
Robot Errar obot Current Pos. Gzt |Robol Command Pos.
¥ 0.0000 % : 0.0000 ¥ : 0.0000 | ¥ : 0.0000
FH 3D Mcr. Yer. 2.00 ¥ : 0.0000 P : 0.0000 ¥ : 0.0000 P : 0.0000
RE Prog. Yer. 2.00 I : 0.0000 R : 0.o000 2ok 0.0000 R : 0.0000

Dialog name

Description

Robot Operation

Sets the jog operation, target position movement, operation speed,
etc.

HandEye Calib.

Execute the hand-eye calibration (Calibrates a camera and the
robot) automatically with operations of the Vision Sensor.
The functions and settings of the dialog are described in 8.7.

Camera Calib AOS

You can operate the Vision Sensor to automatically execute the
geometric correction of the 3D Vision Sensor. For details on the
functions of the dialog, refer to the Vision System FH Series AOS
Camera Calibration Operation Guide (Cat. No. Z451).

Model Batch Reg.

You can execute or cancel the batch registration of the 3D Search
processing item.
Use this dialog when you back up or restore scene data.

Get

When the Vision Sensor can communicate with the robot, you can
click the Get button to obtain the current position of the robot.
The obtained results are displayed in the Current Robot Pos.
column.
They are displayed in the X, Y, Z, W, P, and R cells. However, the
indication of W, P, and R changes depending on the
Representation of pose setting of the connected robot.
When Representation of pose is set to ZYX system:
W—-RX,P—->RY,R—-RZ
When Representation of pose is set to ZYZ system:
W—-RZ P—->RY,R—>RZ

Robot Error

If an error occurs in the connected robot, or in communications
between robots, this button turns red. Detailed information of an
error displayed. Please refer to section 9.2 for detail.




IEI Precautions for Correct Use

If a robot error occurs, selecting Clear from the Function menu does not clear the
error indication. The error will be cleared when the Vision Sensor successfully
communicates with the robot that caused the error, after normal robot status or
communications status is recovered.

mRobot Operation

Terms used in this dialog are defined as follows.

Dialog name

Description

Robot Imaging Position

This is the robot position when imaging (measuring)
workpieces. This position is described in the robot base

coordinate system.

Calib. Start Position

Hand-eye calibration base position where the calibration
target object is captured around center of the camera view.
This position is described in the robot base coordinate
system.

|

7

{

v

73



ug

Jog Operation Target Position
o 1l
™ l = arget PosX 0.0000
_| | TargetPosY 0.0000
Y I &Y. Target PosZ 0.0000
7 l 22 Target PosW 0.0000
Target PosP 0.0000
X l B || Targetposk: 0.0000
Ry ] 28y Robot Move I

-Rz I +Rz |

Eait || €

=

Jlog Operation Setting
Unit Distance (mm) : 10.0000
Unit Rotate (deg) : 3.0000
Speed (%) - 1
Jog Mode 0
[Comm. Setting
Timeout (ms) 60000

Close

Robot Operation Dialog

Speed (%) :

Jog Wode :

68 Robot Operation Edit x
Jog Operation Setfing

Unit Distance (mm) : [ 250000 ]

Unit Rotate (deg) : 3.0000 ...

—
0 : Robot Base x|

Target Pos. Selting

Target Posk (wa)
Target Post (wa)
Targel PosZ (w) :
Targel Posh (deg) :
Targel PosP (deg) :

Target Pask (deg) :

—
—
—
—
—
—E

Comn. Setting

Tineout (ms) :

50000 ...

O | Cancel |

Robot Operation Setting Dialog
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In the Robot Operation dialog, the following items are provided for basic robot operation from

the Vision sensor.

Function

Description

Jog operation

Execute the jog operation of the robot. By clicking [Jog
operation], the robot is operated according to the settings in the jog
operation setting.
* The robot will not operate even if you are holding down the
[Jog operation].

Target position
movement

The robot performs the jog operation to the position set as a target
position. The movement amount with one-click action follows the
setting value of the jog operation setting.

Jog operation setting

Settings of jog movement such as single click jog move distance,
single click jog rotation angle, robot speed ( not enable TM robot)
and base coordinate switch.

You can choose either “Robot base coordinate” or “ Tool coordinate”
for Jog Mode.

[Robot base] coordinate

The coordinate system with reference to the base of the robot.
Clicking the Jog Operation buttons Rx, Ry, and Rz causes the robot
to rotate around the X, Y, and Z axes, respectively.

[Tool ] coordinate

The coordinate system with reference to the position and posture of
the robot flange. Clicking the Jog Operation buttons Rx, Ry, and Rz
causes the robot to rotate around the X, Y, and Z axes, respectively.

75



*Initial setting of the Robot Speed is 1%
Depending on the robot, a timeout may occur. Set an appropriate
operation speed in consideration of safety.

Comm Setting Time out between Vision Senor and Robot Controller is set here.
The setting range for Timeout is 1,000 to 60,000 ms.

ANRVN=IN[INE

Clicking [Jog operation] or [Robot move] drives the robot. Operate
the robot in the state whereby pressing the [Emergency stop]
button can stop its motion anytime.

Please set safety robot operation speed on the robot controller.
Robot speed setting from Vision Sensor is not reflected to robot A
controller.

Depending on the model of the robot, you cannot change the robot
speed setting in Speed (%) in the Robot Operation Edit window.
On the robot side, set the speed to the minimum and check the
operation in advance.

A Caution

When the robot moves in the Z-axis direction, check its motion by
visual observation and not by camera image. A
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IE' Precautions for Correct Use

These features are only available in a connection status that is established between the
Vision Sensor and the robot controller with TCP no-procedure protocol invoked by steps
in the Robot connection guide listed in section 7 and the Setup program is running in the
robot controller.

Even if the robot controller changes the reference position from the flange of the tool
coordinate system, it will not be reflected to the jog operation setting of the Vision Sensor.
External trigger inputs or communications with outside the system will be disabled when
operating the robot.

Operations except for the Main Window of the Vision Sensor such as opening setting
screens for processing units is not executed.

If communication was disconnected during operations of the user dialog, operations of
the Vision Sensor may be unavailable for the time period set for communication timeout
(Default: 60,000 [ms]) in Communication settings. Please change the value as necessary.

IEI Precautions for Correct Use

The operations of the user dialogs described here are effective only when the Vision
Sensor is connected to the robot according to the procedures described in the Robot
Connection Guide for each robot listed in Related Manuals in this manual, and when the
setup program is running on the robot side.
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mModel Batch Registration

You can use

batch model registration to register and unregister all 3D Search unit models that you

setin 8.8.5. Since the 3D Search unit consumes 300 to 600 Mbytes of memory, it takes time to back
up data to external media if there are many 3D Search units in a scene group. You can unregister it
before backing up data to save the capacity of the backup media and the backup time.

Name Description
Model Batch Reg. ol
Model Registration Status of Search 30
Register nregister
Close
Start a dialog in which you can register and unregister models at
once.

Register Register all the 3D Search models in the currently selected scene
groups. If the number of 3D Search models in a scene group is N,
the processing time will be about 90 x N seconds.

Unregister Unregister all the 3D Search models in the currently selected
scene groups.

IE' Precautions for Correct Use

If you load a scene or scene group with unregistered 3D Search models, the models will
not be registered automatically. If you perform measurement in this state, the 3D Search
unit will be NG. Perform model registration for the 3D Search models in each individual
scene, or click Register in the above dialog to register the models again.
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8.4.2. Layout 2 Window

The main window of the Vision Sensor has buttons to launch user dialogs as shown in the
figure below. This section describes buttons that are displayed in the Layout 2 window.

Fie Function Tool Window

0.Scene group 0

HandEye Calib. Setting

Pick Setting

Camera Calib.AOS Sefting

O PR Oohad. Sed Eait fiow Data save Scene swifch
ms Switch layout
Robot Error Robot Current Pos. Get Robot Command Pos.
X 0.0000 W : 0.0000 X : 0.0000 W : 0.0000
F“chr-%h 2-00 Y: 0.0000 P : 0.0000 ¥ : 0.0000 P : 0.0000
RB\?I'OI-WH 2’-:00_1 Z: 0.0000 R : 0.0000 Z : 0.0000 R : 0.0000

Dialog name Description

HandEye Calib. Start a wizard for setting and executing hand-eye calibration

Setting (calibration between the camera and a robot). Details on configuring
settings using the wizard are described in 8.5.

Pick Setting Start a wizard for setting scenes for the picking application. Details

on configuring settings using the wizard are described in 8.6.

Camera Calib. AOS
Setting

Start a wizard for setting and executing geometric correction for the
3D Vision Sensor. For details on configuring the settings using the
wizard, refer to the Vision System FH Series AOS Camera
Calibration Operation Guide (Cat. No. Z451).

Get

Refer to 8.4.1

Robot Error

Refer to 8.4.1.

The structure and functions of the wizard window are shown in the figure below.

Setting step

Window, Diagram Description
\

—

HERRREE

EEEEE

Canneci@n chack with the cantroller]
wi Lhe [Chack Cansaciian]

Butlan.

Fra
T. Canfirm LBal Lhe currénl rabel gedllian
# diaplaved in Lhe Bain Wisdawr.

Button for dialog or
processing item

Thach Cormect lon

/* Went I Cloas

Back

\

Next Close wizard

Step No./Total No. 79



El Precautions for Correct Use

When you click a processing item setting window, etc., the wizard may be hidden
behind the main window. In this case, click the button that started the wizard again.
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I 8.5. Hand-eye Calibration Configuration Using the Wizard

Configure the hand-eye calibration settings for the on-hand camera and execute a hand-eye
calibration. Executing a hand-eye calibration allows you to establish the positional relationship
between the camera coordinate system of the 3D Vision Sensor and the flange coordinate
system of the robot and then convert the position of the workpiece detected by the 3D Vision
Sensor into the position in the robot coordinate system. Hand-eye calibration parameters can
be referenced by the Container Detection or Grasp Planning processing item.

The description here assumes that the Layout 2 window is displayed.

AWARNING

Make sure that you always use a sensor controller project that
matches the robot type. If the type is mismatched, the robot may
operate in an unexpected manner.

Make sure that the robot is operated by personnel who have A
completed special training for safety and health.

Make sure that you can stop the operation of the robot at any time

by pressing the emergency stop button.

IE' Precautions for Correct Use

For robot-related settings, refer to the Vision System FH/FHV series Robot
Connection Guide corresponding to each robot in Related Manuals.

This wizard configures only the minimum required settings. To configure
advanced settings, refer to the relevant topics in 8.7, or the following document
listed in Related Manuals in this manual. Vision System FH series Processing
Item Function Reference Manual for 3D Robot Vision (Cat. No. Z445)

@ Note

If the wizard does not work as described, you may have skipped some step in the
middle of the procedure. In this case, redo from the beginning of the wizard.

Before proceeding to the following step, please check the network connection to the robot as
described in section 3 of the Vision System FH/FHV series Robot Connection Guide
corresponding to each robot in Related Manuals for the robot to be connected.
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Step

Description

Window image, diagram

In the main window of the Vision
Sensor, click the HandEye Calib.
Setting button to start the wizard.

HandEye Calib. Setting Robot Error

Pick Setting

According to the wizard
instructions, configure the settings
on pages 1/23 to 14/23 of the
wizard.

To configure the settings on the
next page, click the Next button.
To return to the settings on the
previous page, click the Previous
button.

To close the wizard, click the
Close button.

For 7/23 [Move to Calibration
Start Position], set the calibration
start position so that the distance
between the 3D vision sensor and
the hand eye calibration target is
approximately 450mm.

]

Glawe

For details on how to configure
the camera installation settings for
hand-eye calibration that you will
set on 14/23 and later pages of
the wizard, refer to the setting
procedure in 8.7.6

Configure the settings on pages
15/23 to 17/23 of the wizard.

e (ha callbrt o remt]

1 0 4o 1 inrngist e
. [aws e Mancipm calibention. rwaal 4]
! [ (he et ceoraa)
. Lt comleted

wode! prsgistat fon]
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51| On page 18/23 of the wizard, click | === =
Calibration and, in the dialog : e

displayed, execute a hand-eye

calibration.

e ——
Lhe [Reb
16 the

6 | According to the wizard
instructions, configure the settings
on pages 19/23 to 23/23 of the
wizard.

This completes the configuration
and execution of hand-eye
calibration.

Click the OK button to close the
wizard.

[wtus conpleted]
Wardlve Galibration sfliens are coarlels.

Pewvioas | ER] Gl

If 3D Search or calibration fails, refer to Key Points for Measurement and Adjustment in the
Vision System FH series Processing ltem Function Reference Manual for 3D Robot Vision
(Cat. No. Z445).
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I 8.6. Hand-eye Camera Pick Application Configuration Using the Wizard

Configure the application to pick workpieces with the hand-eye camera. Specifically, register
the target workpiece model, hand, and container, and then perform a 3D Search, detect the
grasped workpiece, and output the command position to grasp workpieces to the robot
controller.

Before you start the following setting procedure, complete the settings described in 8.5.

The description here assumes that the Layout 2 window is displayed.

AWARNING

Make sure that you always use a sensor controller project that
matches the robot type. If the type is mismatched, the robot may
operate in an unexpected manner.

Make sure that the robot is operated by personnel who have A
completed special training for safety and health.

Make sure that you can stop the operation of the robot at any time
by pressing the emergency stop button.

IE' Precautions for Correct Use

For robot-related settings, refer to the Vision System FH/FHV series Robot
Connection Guide corresponding to the robot listed in Related Manuals.

This wizard configures only the minimum required settings. To configure
advanced settings, refer to the relevant topics in 8.8, or the following document
listed in Related Manuals in this manual. Vision System FH series Processing
Item Function Reference Manual for 3D Robot Vision (Cat. No. Z445)

@ Note

If the wizard does not work as described, you may have skipped some step in the
middle of the procedure. In this case, redo from the beginning of the wizard.

Step Description Window image, diagram
1 | In the main window of the Vision HandEye Calib. Setting Robot Error
Sensor, click the Pick Setting
button to start the wizard. Fle Al
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According to the wizard
instructions,

configure the settings on pages
1/35 to 24/35 of the wizard.

To configure the settings on the
next page, click the Next button.
To return to the settings on the
previous page, click the Previous
button.

To close the wizard, click the
Close button.

In 7/35 [Move to Imaging
Position], Set the imaging
position so that the distance to the
imaging target is 400to 600mm.

In 11/35 [Register Floor
Surface], the floor area can be
registered by dividing it into
several area. Register the area on
the same plane and do not
include surfaces that differ in
height or inclination.

[Pick setting]
Start the Pick setting au

2. ” it " neitEF)]
Seilch Lo Lhe pick scnm]
. [art the saie,proerial
g dion chock with the contra ler]
ion sosd setking]

idance.

aThe HandEve callbration seiling e

If the windew is
in the front.

ess the bulton

be compleied.

again to make the window appear

Closs

For details on how to register the
hand data and grasp point in the
3D Data Manager window from
pages 25/35 and 26/35 of the
wizard, refer to 8.8.6 in this
manual.

Pick setting wizsrd

Sirer deinct
.mrn.m.,.n.m.u.'ﬁ‘

[Hand data

1. Press the [30 Data Wanager] button.

2. Sulect the [Hand Datal tab.

3. Salect an ewoty rumber snd pres
[New) button to lausch Handdaker.

g Jand trew and hand |
the [nn] fautis
5 [ Ler the iong of the

ns o
he hand data-

55 «n [s
a and (E

s the

0, and prass

hand and

el buito
it] to

ore

%/ 85

processing iLaw setll

Wi

hoplication Co
details.

ion registration]
Data Manager]

sfer to the 3D Robot
nstruct ion Gui

button.

i

Gaids” for nore

30 Data Manager

85



4 | Configure the settings according s

[Pick o

to the instructions on pages 27/35 | | Eimisd

[Switch Lo the pick scene]

to 28/35 of the wizard.
Seane Switch |
Next ] Closa
5 | For details on configuring the e 3
R e o N (Gripping order setting)
i 1 o | swe 1+ Press the [Grase alanning] button
order of grasping settings on page R
29/35 of the wizard, refer to 8.68.7 | {5
step 7 of this manual. E"M;a::'m
: A B )
)

6 | According to the wizard
instructions, configure the settings | |
on pages 30/35 to 35/35 of the : '_‘ Carnars g oeas o s o mess
wizard. i ‘

™ Continuous meas.

This completes the configuration e 5
e [Setup complstod]
of the picking application settings. | | iEaesi ., e

Click the Close button to close
the wizard.

Pravious | 5/ ‘ Close

For troubleshooting for each processing item in the picking application, refer to Key Points for
Test Measurement and Adjustment for each processing item in the Vision System FH series
Processing Item Function Reference Manual for 3D Robot Vision (Cat. No. Z445).

For how to operate the robot to pick a workpiece based on the settings in this manual, refer to

section 6 of the Vision System FH/FHV series Robot Connection Guide corresponding to the
robot listed in Related Manuals in this manual.
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I 8.7. Hand-eye Calibration

This section describes hand-eye calibration settings and procedure.

Calibration parameters describes geometrical relation between camera optical center and
robot flange center. This allows you to convert the position of the workpiece detected by the
3D Vision Sensor into the position in the robot coordinate system.

The calibration parameters are referenced from Container Detection unit and Grasp Planning
unit.

The description here assumes that the Layout 0 window is displayed.

AWARNING

When hand-eye calibration executing the robot moves variety of positions
and postures, but it does not consider surrounding obstacles. Please remove
obstacles around robot in case of collision. A
During calibration, the move command values to the robot are output in the

base coordinate system of the robot. Set the robot to the base coordinate
system before calibration.

IEI Precautions for Correct Use

Do not change the default values of system variables and scene variables. If you
change them, the robot will not operate correctly.

For robot-related settings, refer to the Vision System FH/FHV series Robot Connection
Guide corresponding to the robot listed in Related Manuals. It is also referred to as
Robot Connection Guide in this manual.

Use the following work flow to configure the settings.

W Robot Connection Start the setup program on the robot side
and confirm that the Vision Sensor can
communicate with the robot.

v

g7 Camera Image Input AOS Setting Set shutter speed, gain and depth range to

the calibration target be measured properly.

v
8.7 Set robot type to be connected to the Vision
Robot Type Setting Sensor.
\4
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\/
Y4 Hand-Eye Calibration Execution
8.7.1. Robot Connection

3D Search Setting

Registration
\/

Hand-eye Calibration Setting

Hand-eye Calibration Start Position

Generate 3D search model from calibration
target CAD file and set/adjust 3D search
parameters.

Set robot move range parameters which
enable capture of the calibration target in
many points and postures.

Set robot move range parameters which
enable capture of the calibration target in
many points (sampling point) and postures.

Execute hand-eye calibration and calculate
the calibration parameters.

During hand-eye calibration, the Vision Sensor communicates with the robot to perform
robot operation. Before proceeding to the following step, please check the network
connection to the robot as described in section 3 of the Vision System FH/FHV series Robot
Connection Guide corresponding to each robot in Related Manuals for the robot to be

connected.
Step Description Window image, diagram
1 | Click Scene switch button on the catow | Datasave

main Window of the Vision
Sensor.

Select the No.125 scene that
contains the hand-eye calibration
scene.

Click OK to switch scene.

Scene switch

ms
Robot Error

Layout0

Switch layout

Robot Current Pos. Get |Robot Command Pos.

¥ i 208.4306 W : -174.3758 X = 0.0000 W o: 0.0000

FH Macro Wer. ¥ i -575.96842 P : 18117 ¥ & 0.0o00 P o 0.0000

RE Prog. Yer. Z : 358.3090 R @ 90.2281 £ : 0.0000 R = 0.0000

Switch scene

Scene group : [0.5cene group (]

Switch

OK Cancel

Scene: | 125 Handeye_calibration_Pick_Onhand_6axis ~ |

Start the robot setup program a
ccording to the procedure descri
bed in section 5 of the Robot
Connection Guide.
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AWARNING

Running the robot program causes robot arm motion.
Operate the robot in the state whereby pressing the [Emergency stop] A
button can stop its motion anytime.

3 CIICk the Get bUtton Conﬁrm that Robot Error Robot Current Pos. I Get [Robot Command Pos.
the current position of the robot is X: 208.4308 ¥ : -174.9788) X :  0.0000 W :  0.0000
displayed correctly FH lacro Ver. Y : -573.9842 P :  1.3117| ¥ :  0.0000 P :  0.0000
RB Prog. Ver. Z: 356.3550 R : 90.2281fZ :  0.0000 R :  0.0000
4 | In the main window, click the Jog Oparation Setting

Robot Operation button. Then, in
the Robot Operation dialog
displayed, click the Edit button Unit Rotate (deg) : | 3.0000]...|
and set the operation speed of the Soeed (%) |_5—|
robot. The operation speed of the
robot depends on the robot
model.

Unit Distance (mm} : | iD.UUUU;]

5 | Place the calibration target object
in the center of the field of view as
shown on the figure on the right.
At this time, with the hand-eye
calibration target set in the center
of the field of view, secure a
hemispherical trajectory with a
radius of about 450 mm for the
robot. .

6| Adjust the position of the robot so o0
that the hand-eye calibration Jog Operation
target to capture is near the
center of the field of view.

Robot

=% +

Click the Robot Operation button a i pendant
-2 +
—Rx

in the main window and use the

Jog Operation buttons to operate
the robot. You may use the robot
pendant to perform jog operation.
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AWARNING

Running the robot program causes robot arm motion.
Operate the robot in the state whereby pressing the [Emergency A
stop] button can stop its motion anytime.

8.7.2.

Camera Image Input AOS Setting

Set the imaging position, shutter speed, gain, and measurement range so that the hand-eye
calibration target can be measured properly.

Step Description Window image, diagram
1 | Click the “0.Camera Image Input 0.Camera Image Inpul ACS
AOS” icon on the Main window of an’?
the Vision Sensor to open its gl:l 1Robot Data
setting screen. | 230 seamn
i
E 3 HandEye Calibration
Bobid
2 | Open the Camera setting (3D)

tab.

The Through image from the
camera can be displayed by
clicking the Change display
button.

Adjust shutter speed, camera gain
and Light gain so that the 3D
depth image can be captured

properly.

Camera setting (30) | Camera selting (2D)

Output setting ‘

Wiew

Freeze image display Change display

Camera settings

¥ 3D imaging ON
Shutter speed . 50000 J [us]
Camera gain : 20 J
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[oCamera image Input A

If the exposure is appropriate, the | FZ50 0] s | oo
distance image of the hand-eye

calibration target as shown in the

figure on the right will be
displayed.

womotsectonregon. [ 5] <[ -] b1
Hosghtof deectcaregion: [ 5] <[] bt
e

190500 JF«»W sett Ings ———————————

]3] ]| e © oonee ol
= e

™ Display ke bright

i

If you see only black in the image YN

v
-

window, check the box for
“Captured image” in the “Display
setting” at the bottom right of the

AR
g

TN

screen and confirm whether or not

N

Vo't e i i o e o

you can observe the projected
mesh image on the target object.
Set the camera settings so that

the projector pattern has high
contrast, as shown in the figure on
the right.

Also confirm whether of the target | (Measurement settings
object form the 3D Vision sensor Measurement range of Z :

is in the range of “measurement 350,0000 JW [mmi
range of Z”. Detection point : T [

oLl el | |2
1
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Open “Output setting” tab.
Select Monochrome image.

0.Camera Image Input AQS

Camera setting (3D) | Camera setting (2D}[ Output setting

Aiew

Freeze image display ‘ Change display |

Depth image setting
I¥ Monochrome image] ¢ Color image

Image type :

Measurement image settings

Measurementimage 0 : Depth image
Measurementimage 1: Depth map
If the connected 3D Vision Sensor
0.Camera Image Input AOS
has been Changed’ a mOdeI Camera setting (3D) | Camera setting (2D) OCutput setting Select camera

mismatch error is displayed in the
Select camera tab.

Click the Update button to update
the camera information to that of
the connected camera.

If the 3D Vision Sensor has not
been changed, click the OK

button to close the setting window.

¢Camera informal ion

Model - FH-SMDA-GS0508
Serial No. SAMPLEDD 60220
Camera status ; QK

Callbration date: Mot complied with

I If the warmup is incomplets, the judgment is NG

Indiidual identification - Error {unrmatched moden

The camera information of this unit does not match that
of the connected cameara.

Connected camera | FH-SMDAGS050B
CAMPLEDDZED42

Update

Save | Load
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8.7.3. Robot Type Setting

Follow the procedures below to set the robot type and robot coordinate system which connect

to the Vision sensor.

Step Description Window image, diagram
1 | Click the “1.Robot Data” icon on 0 Camera Image Input AGS
the Main window of the vision E
sensor to open its setting screen. [ED 1RobotDala
¥ 23D Search
-

Confirm that the selections for
“Robot type”, "Camera mount
method” and "Representation of
pose” are appropriate for the robot
being used for this application.

Select [ZYX Euler angles] pose
representation to TM5-XXX
series.

Select [ZYZ Euler angles] pose
representation to Viper series.
The Representation of pose
setting varies depending on the
robot manufacturer and model.
Please check the instruction
manual for each robot.

Click OK to complete Robot Data
setting and close the screen.

3 HandEye Calibraticn

Wl

1.Robot Data

Data sefling

Robot selting

Robottype : [[six 3z Gevzwer) ]
Rotation polanity : & Positive " Negative
Six axis (XYIWR) setting

X-axis limit [ -oswensess| _|-[ sseeesess| |
“Y-auds limit : [ -esesasess| _|-[ sssasess |
Camera mount method :

" Fixed [ i On hand ]
Reprasantation of pose [_’Em Euler angles j]
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8.7.4.

Follow the steps below to configure and adjust the 3D Search settings for the calibration

3D Search Setting

target.
Step Description Window image, diagram
1 | Click “2. 3D Search” icon on the

Main window of the Vision Sensor
to open its setting screen.

Open the “Model” tab to select the
calibration target file.

In “3D data settings”, set
“Reference data” to the calibration
target CAD data
(HandEyeCalibTarget) which is in
the 3D Data Manager.

Set “Distance range [mm]” to
range that same range as 3D
camera Image Input AOS (350 to
650 ).

Region settings

Input parameter I Model

3D data settings

Scene ref number Il 126.30_Data_Manager jl

Unit ref number : i|'1.?.D Data Manager '”

Reference data: {|0.HanaEyeCalibTarget ~||

Registration settings

30| - |-[ es0] ]|

Distance range [mm]{ |

Click Advanced to open the
advanced setting dialog.

Set Reference posture so that the
model’s front side to camera
posture is as shown in the figure
to the right.

Check the box for “Having front
and back symmetry about current
view”. In the calibration scene,
there is no need for the back side
of the calibration target. Checking
this box here suppresses the
creation of the back side of a 3D
search model.
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Click the Register button to
register the CAD data. The
process generates 3D Search
model data. The Under registering
message blinks during the
registration process. It takes
about 60 to 90 seconds to
complete.

Reglstration setlings

Distance range [mm] : [ o] |-[ es0] -]
Latitude range [deg]: [ o[ o] -]
Longitude range [deg) : [ sl %0 - |
Model type * Selid " Surace

Reference posture [deg] -

Posture RX: | 0,0000

<] — /-l

Posture RY : Im_]il —J— iJ
Posture RZ : lm j —J— ﬂ

[ ¥ Having front and back symmetry about current view ]

| Register Raturn ‘

Open the “Region settings” tab.
Set the region so that the
measurement FOV covers the
calibration range.
Open the “Measurement” tab.

Model Region semings Measurgment
Set “Candidate Lv.(surface)” and

. raearch setting
“Candidate LV.(contour)” to detect
e calib | canaiate Lv. (surtace) : [ b <] -]
the calibration target.
Candidate Lv. (contour) ;
Normally, there is no need to [ “ I ]
change the default values of 60 [ nemnter o detackon: | 1 J] L]
and 40. Sort kind ; [Hean correl. (Desc) J
Set the “Max. number of
Measure Advanced

detection” to “1”.

If it fails to recognize the
calibration target, adjust the
Candidate levels.
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Open “Judge cond.” tab to setthe | [T oo
JUdgement condition. Region seltings Measurament Judge cond.
dud t condit
Set the lower threshold for HegERent candition
“Cont lation” to be lower petedegcount ’
ontour corre : T =l
than that for “Surface correlation”.
) Surface corralation : 0.0000
Normally, there is no need to
[ 60,0000 _J-| 100.0000 J
change the default value.
Contour correlation : 0.0000
) ) [ | 20.0000 J- | 100.0000
Click OK to complete settings
Mean corralation : 0.0000
| £0.0000 J - 100.0000 J
Click the Measure button of the
Camera image meas. | Image file meas.
Main Window and confirm 3D
Search succeeded to detect the Measure
calibration target.

Open the 3D Search processing
item and check that the hand-eye
calibration target is detected.

Click the Draw with 3D button at
the lower right of the
Measurement tab

of the 3D Search processing item.
You can now check that the points
measured with the 3D Visualizer
correctly match the CAD data for
hand-eye calibration.

If the target is not detected, adjust
the candidate level settings in the
Measurement tab.

96



8.7.5. Hand-eye Calibration Start Position Registration

Follow the steps below to register the start pose of hand-eye calibration. Calibration will start
from the position that you register here, and the robot will stop at this position after the

calibration is completed. Perform the procedure described in 8.7.1 when the robot is

running.
Step Description Window image, diagram
l Operate the rObOt tO the Edit flow Data save Scene switch

calibration start point.

Click the Get button to acquire
position and posture of the
calibration start point.

Click the HandEye Calib. button
in the main window of the Vision
sensor to open the Calibration
setting dialog.

Switch layout

Robot Current Pos.

Get ohot Command Pos.

397.4125 W :
17.4952 P :

387.2736 R :

164.9978] ¥ : D.0000 W :
-0.1208) ¥ : 0.0000 P :
-93.1749)  : 0.0000 R :

Robot Operation

HandEye Calib.

0.0000
0.0000

0.0000

Click the Edit button on the
Calibration dialog and then click
Reg. Calib. Start Pos button to
register the robot position and
posture to the system variables.

These values are referenced in
the HandEye Calibration unit.

Click the Close button to close
the dialog.

ut! Calibration e o
Calib. Start Position Rokot Current Pos.
X: 3465722 Ko 397.4125
Y: 84900 Voo 17.4952
Z: 5175165 Z:  967.2738
W 1650018 DR
P -0.1208
P: 0.6238
R : -93.1743
R: -93.1701
S ‘ /,[ Rez. Cal ib. Start Pos.
V
| Edit &

Close
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8.7.6. Hand-eye Calibration Setting

Set the conditions of the 3D vision camera installed on the robot and the movement range of
the robot during hand-eye calibration, which are required to execute hand-eye calibration.
Follow the steps below to set and execute hand-eye calibration.

To set hand-eye calibration, you need to get the position and posture of the robot according
to the procedure described in 0.

Step Description Window image, diagram
1 | Click the “HandEye Calibration” | 0.Camera Image Input ACS
-
icon on the Main window of the -
vision sensor to open its setting @D 1 RavatData
=5
screen. L | 230 Search
i
E{‘ JHandEye Calibration
-
2 | Open “Instruments settings” tab to Robot data settings
set the robot type. Scene ref number : ‘current scene |
Select the “Robot Data” unit which i [*Robot Data E
was set in section 8.7.3.
Robot type : B-axis(XYZWPR) robot
Robot posture : ZYX Euler angle
Confirm the Robot mount type is
o R Cameramount : On hand camera
Floor mount”.
IRoth mount : Floor mount jl
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Set the offset position (X,Y,Z) of
the 3D vision camera’s camera
coordinate origin in flange
coordinate system from the robot
flange center.

The directions of Position X,
Position Y, and Position Z are
determined by the direction of the
robot flange on which you install
the 3D Vision Sensor. Check the
direction of the flange coordinate
system of the robot before you set
them.

This positioning need not be so
precise (£5mm tolerance).

In Camera Y-axis minus, set the
direction in which the 3D vision
camera is mounted.

Select Robot flange axis that
same direction to the 3D camera’s
Y axis minus direction.

Specific examples are given in
Supplementary Information on
Camera Installation Settings 1 at
the end of this section.

Camera mount settings (Flange coordinate)

Position X [mm] :

Position Y [mm] :

Pasition Z [mm] :

Camera Y-axis minus :

zf |

Position Y S

Z uonisod

P°M f=.
a =T

Camera mount settings (Flange coordinate)

Position X [mm] :

o]
-94.0000| - | 4|>|
[ so.0000] | <|:|

Position Y [mm] : |

Position Z [mm] :

[Camera Y-axis minus ; |Y—axis minus direction j

X-axis plus direction
X-axis minus direction
Y-axis plus direction
Y-axis minus direction
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In the example figure shown on
the right, the -Y axis (Y-axis minus
direction) of the camera
coordinate system coincides with
the -Y axis of the flange
coordinate system.

For the direction, an error of 5
degrees is allowed.

To set a different angle
intentionally, select Custom and
set the angle. For how to set an
angle, refer to Supplementary
Information on Camera
Installation Settings 2 at the end
of this section.

Xc_ {{camera coordinate
£L 1Y axis minus direction

Open “Target settings” tab to set
the calibration target pose and
posture which are search result of
the “3D Search” unit result.

If you load a sensor controller
project corresponding to the robot
type, there is no need to enter or
change the settings because the
system variables (SY.XXX) are
already set.

3.HandEye Calibration

Instruments settings I Target settings Sampling settings

arget detection settings(camera coordinate)

Position X (mm) : -2.3346 [SYRBVAR_RES_\| - |
Position Y {mm] : -27.0099 [SYRBVAR_RES_\ - |
Position Z (mm : 4009297 [SYRBVAR_RES | - |
Posture RX [deg] : 176.2721 [SYRBVAR_RES_\ - |
Posture RY [deg) - 1.3337 [SYRBVAR_RES_\ - |
Posture RZ [deg) - -79.5957 [SYRBVAR_RES_\| - |
Posture type : zvx [svrevar_RES_\| - |
Detection state - 1.0000 |TJG =]
Normalrange: | 1.0000] |- 1.0000 - |

100



Open “Sampling settings” tab to
set Calibration start point.
Confirm the “Calib. Start pose”
values (System variables) are
same position and posture which
registered section 8.7.5.

If you load a sensor controller
project corresponding to the robot
type, there is no need to set or
change the settings because the
scene variables (SC.XXX) is

3.Handtye Calibration

Instruments settings Target settings

Sampling settings

Position X [mm]
Position Y [mm] :
Position Z [mm] :
Posture RX [deq]
Posture RY [deg] :
Posture RZ [deq_] A

Calib. start pose(Robot base coord)

3465722 |SC.RBVAR_CAL ! - |
8.4900 [SCRBVAR_CAL_] -
C.RBVAR_CAL_! -

517.5165 [SCRBVAR_CAL_{ - |

165.0018 [SCRBVAR_CAL_{ - |

0.6238 [SC RBVAR_CAL | - |

-93.1701 [SCRBVAR_CAL 1| -

Ref radius [mm)] :

[ o[ <] > ]

already set. Tool posture : IFloor direction ZI
During the Hand-eye calibration Start pose !
procedure the robot moves half — ['_“ Rl

sphere trajectory from “Calib.
Start pose” with keeping the
calibration target in center of the
3D camera view.

The camera measures the
calibration target from many
directions and calculate camera
location from the robot flange
center.

For the working range of the robot
based on each parameter, refer to
Supplementary Information on
Sampling Settings at the end of
this section.

f\/'l— -’

Direction Azimuthal (deg)
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Set distance from 3D vision
camera to the handeye calibration
target in “Ref radius”

Set a Working range (radius
transfer range) and Divisions
(transfer step num >=2) to the
“Direction Radius”.

Set polar direction inner angle of
the flange trajectory and transfer
step num to “Direction Polar
(Polar coord)”. Division must be
greater or equal 2.

Set Azimuth direction inner angle
of the flange trajectory and
transfer step num to “Direction
Azimuthal (Polar coord)”. Division
must be greater or equal 2.

Polar and Azimuth angle is
applied to plus and minus side.

Set Perturbation angle 2-5.0
degree. Too much perturbation
angle cause loss of the calibration
target object from 3D camera
view.

Normally, there is no need to
change the default values. If the
values are too large, the
calibration target will be out of the
field of view.

3.HandEye Calibration

Instruments settings Target settings Sampling settings

Position X [mm]
Position Y [mm] :
Position Z [mm] :
Posture RX [deg]
Posture RY [deg] :
Posture RZ [deg] :

«Calib. start pose(Robot base coord)

3465722 [SCRBVAR_CAL_ - |
8.4900 [SCRBVAR_CAL_| - |
517.5165 [SCRBVAR_CAL_] - |
165.0018 [SCRBVAR_CAL_{ - |
06238 [SCRBVAR_CAL 1 - |
-93.1701 [SCRBVAR_CAL ! - |

Ref radius [mm] :

[ 4500000 || <| >

Tool posture ;

Working range [mm] :

Divisions

Direction Radius(Polar coord)

e ]

lFloor direction - I

—

Working range [deg] :

Divisions

¢Direction Polari{Polar coord)

[ <o0000] - -:I::

|l

Working range [deg] :

Divisions

Lol rect on Azl muLna WPolar coord) =

=[]

Working ramge X [deqg] :
Working range Y [deg] :

Working range Z [deg] :

Perturbat ion(Sphere center coord)

-]

= B
[ oo ][ <] ]
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Sampling points are generated
and shown on “Robot move pose
list for sampling” as shown on the
figure in right.

The number of sampling points is
product of transfer step (Divisions)

of “Direction radius”, "Direction
Polar” and "Direction Azimuthal”.
The hand-eye calibration target
will be captured at the position

specified by these coordinates.

The figure on the right shows an
image of the imaging position
seen from directly above and from
the side of the robot in
accordance with the robot move
pose list for sampling.

If you find any abnormal value as
a coordinate of the robot, review
the settings in the Target settings
and Sampling settings tabs.

An abnormal value refers to a
position that the robot cannot
reach, or a position where it is
obvious that a collision will occur.
However, it depends on the model
and orientation of the robot.
Check the working range of your
robot.

This completes the setting for
hand-eye calibration.

Click the OK button to close the
setting window.

Robot move pose |ist for sampling

No. Rabot position X Robot position ¥ Robot position Z Rabot po ~
[i 346.5722 .4900 517.5165 165.1
1 2773218 176.3017 447 6972 175,
2. 329.1021 190.9072 457.6612 166.4
3 376.5276 198.5674 459.1024 162.1
4. 415.0559 186.6293 461.2183 160!
5. 3211734 69.0463 484.8544 169.
[ 3424005 734434 401.3585 164.
7. 350.6419 80.4628 401.0244 162,
s 367.9586 75.8907 488.8067 165.1
9 3200393 -43 2057 488 3442 168!
10. 3422670 -48.5481 495.0461 163.;
11 358.4083 -41.6427 496.3634 1671
12. 366.8143 -37.3737 4037674 164.
13 274.0189 -150.6192 4582058 1734
14, 3254835 -167.2609 4685800 163!
15. 372.8808 -162.3964 474.8862 159.
16 4116464 -150.8415 476.0602 158
17 417 3168 -172.5913 517.2759 15811
18. 374.6609 -185.0599 515.9608 158.4
19 3233015 -176.4746 511.0479 164
20. 268.0492 -158.4928 501.1636 173.
21 368.6923 -49.3882 539.0639 1631
22 3589636 -54 1755 5415837 161
23. 341.6057 -46.5029 539.2022 163.)
24 318.0596 -41.2660 532.3936 169
25 3699371 738222 5356197 164.
26. 3602050 78.6031 537.9111 162
27 3420396 855324 533.8782 164.
28, 319.2883 80.2450 527.4785 170.
29 421.0224 194.1880 507.1662 1601
30 3786254 207.3486 5051718 161
. 327.2090 212.2825 496.2941 167. ¥
< >
-
Direction .
Azimuthal o
- - /\wr
Direction !E[)
Radius kY
e
K
n
A
+

Direction K

Polar

Robot move position image

(division =10)
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AWARNING

The scene loaded by configuration copy in section 7.2 has
predefined scene variables and system variables. You may not
edit these variables manually (with TDM or setting windows).

dialogs described in this section.

Proceeding with the subsequent steps without setting [Reg.
Calib. Start Pos] (Calibration start position) can cause
unexpected robot motion. Do not forget setting the calibration

These variables are set automatically by the operations of the r

start position.

IEI Precautions for Correct Use

If you click the Measure button in the main window after configuring the
hand-eye calibration settings, be sure to execute Clear measurement

from the Function menu in the main window before you execute hand-
eye calibration.

To perform hand-eye calibration, click the HandEye Calib. button in the
main window.
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mSupplementary Information on Camera Installation Settings 1:

The Position X, Position Y, Position Z, and Camera Y-axis minus settings in Camera
mount settings differ depending on the orientation of the robot flange in which the 3D vision
camera is installed. The following shows examples of setting different flange conditions when
the positional relationship between the center of the flange and the 3D Vision Sensor is as

shown in the figure below.

Example 2

Camera coordinate
¥ axis minus direction

Camera coordinate
Y axis minus directic

Canera mount settings (Flanze coordinate)

20.0000 t

Position X [mm] :

Position Y [mm] : |

-94.0000 | |

Position Z [mm] :

80.0000 | —

B
B
BE

Canera mount settings (Flange coordinate)

Position X [mm] : —94.0000\4 < | >|

Position Y [mm] : | —zu.uuuuq < | >|
Position Z [mm] : ao,owo| __||I < | = I

Camera Y-axis minus :

|Y-axis minus direction j

Camera Y-axis minus :

|x-axis minus direction

El
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mSupplementary Information on Camera Installation Settings 2:

When you install the 3D Vision Sensor at a tilt relative to the flange coordinate system, select
Custom and enter the pose of the 3D Vision Sensor in the Euler angle representation. As the
representation of pose in Euler angle, you can select ZYX, ZYZ, or XYZ. If you are not familiar
with the representation of pose, it makes easy to set the ZYX representation.

When Representation of pose is ZYX, with the flange coordinate system and the camera
coordinate system set in the same orientation, rotate the Z axis, Y axis, and X axis of the
camera coordinate system in this order to set the pose of the 3D Vision Sensor in an installed
state.

The following explains the ZYX representation of pose with examples, where the camera is
installed at a tilt relative to the robot flange Z axis. In this manual, coordinates are right-
handed, and the direction of rotation is right-handed screw.

Example 1 Example 2
Z axis
rotation
Z axis rotation=0deg Z axis rotation=-90deg
Y axis
rotation

Y axis rotation=0deg Y axis rotation=0deg
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X axis
rotation

X axis rotation=15deg X axis rotation=15deg

Settings

Camera Y-axis minus - || Custom ~|] Camera Y-axis minus: | |Custom ~|
Posture RX [deg] : [ 16.0000| - || < | ,l Posture RX [deg] : [ 15.0000 ... | ¢| =
Posture RY [deq] - [ oooool| Posture RY [deg] : [ o.0000]..

Posture RZ [deg] | ooooo[ ][ <] > ] Posture RZ [deg]: [ -s0-0000]..] | <] > |
Posture type : IlZYXEUIe!an:lIe ;” Posture type : | |ZYXEuIerangIe ;l

Note: For convenience of explanation, the positions of the flange and 3D Vision Sensor are
drawn apart.
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mSupplementary Information on Sampling Settings:

The following shows sampling setting parameters with an image of the working range of the

robot.

For details on each parameter, refer to the Vision System FH series Processing Item Function
Reference Manual for 3D Robot Vision (Cat. No. Z445).

Sampling setting

Working range

eGalib. start pose(Robot base coord)
J46.5732 |SCRBVAR_CAL ! -

8.4900 [SCRBVAR_CAL ! - |
517.5165 [SCRBVAR_CAL | - |
165.0018 |SC REVAR_CAL_! J

06238 [SCRBVAR_CAL | - |

-93.1701 |SCRBVAR_CAL_! -

Ref radius [mm] :

Note: Calib. start pose is the position that you
registered in Calib. Start Position.

5 3D Camera
Ref radius

Target for Handeve
calibration

[Calib. Start pose and Ref radius]

Direction Radius{Polar coord)

Working range [mm] : 45.0000 | - | jj
e

Divisions

The movement range of the robot in the radial
direction relative to the calibration target.

If Ref radius is 450 mm and Working range is
45 mm, a hemispherical trajectory with a
minimum of 427.5 mm and a maximum of
472.5 mm will be created.

If the number of divisions is 2, the target will be
captured from hemispherical trajectories with
radii of 427.5 and 472.5.

If the number of divisions is 3, the target will be
captured from three-layered hemispherical
trajectories with radii of 427.5, 450.0, and
472.5 mm.

==
l F—« |

==%3D Camer

Ref radius ;
Working

range

[Direction Radius( Polar coord)]
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firection Polar(Polar coord)
ool |[ <]
-1_ ﬂ =

The angle range in which the hand-eye
calibration target is seen with the Calib. start

Working range [deg]

Divisions

pose as the starting point. If Working range is
40 deg and the number of divisions is 4, the
target will be captured at angles obtained by
dividing the angle range from -20 to +20 deg
by 4.

If Working range is too large, the robot may
collide with the camera or move out of its
movement range, which makes it impossible to
capture the target. Be sure to set a safe range.

3D Camera

Working
range

[Direction Polar (Polar coord)]

Direction Azimuthal (Polar coord)
45.0000 | - ﬂj
) <]-]

Working range [deg]

Divisions

The angle range centered on the hand-eye
calibration target. The set range will be
symmetrical when seen from the robot.

If Working range is 40 deg and the number of
divisions is 4, the target will be captured at
angles obtained by dividing the angle range
from -20 to +20 deg by 4.

If Working range is too large, the robot may
collide with the camera or move out of its
movement range, which makes it impossible to
capture the target. Set the angle in a safe range
depending on the robot and environment.

3D Camera

Workini
ranggm

[Direction Azimuthal (Polar coord)]
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Perturbat ion(Sphere center coord)

‘Working range X [deg] : 2.0000| | i]j
‘Working range ¥ [deq] 2.0000| | ﬂj
Working range Z [deg] : 4.0000) | jj

Set the angles at which the imaging direction of
the 3D Vision Sensor is shifted from the
imaging position determined by radial, polar

angular, and azimuthal movements. Setting
these angles is effective to stabilize the
calculation for hand-eye calibration. If the
values are too large, target for hand-eye
calibration may be out of the field of view.
Normally, there is no need to change the default
settings.

Z axis
3D Camera

[Perturbation (Sphere center cord)]
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8.7.7.

Hand-Eye Calibration Execution

Execute hand-eye calibration based on the settings described in the previous sections.
Make sure that the warmup of the 3D Vision Sensor is completed before you execute hand-
eye calibration.

Step

Description

Window image, diagram

1

From the Function menu of the
main window of the vision sensor,
select [Clear measurement].

This must be done every time
before executing Hand-eye
calibration.

Fie Fumetion Toal Window

Meagure

Scane switch
Scene mainfenance
Edi flaw

Switch layout

[ Clear measurement ]

Click the HandEye Calib. button
on the main window of the vision
sensor. Then click the Auto Exec
(Robot Move)] button or Step
Exec.(Robot Move) to start auto
calibration operation.

Auto Exec (Robot Move): Click
this button to execute automatic
hand-eye calibration in which the
robot automatically moves to all
sampling coordinates and
captures images.

The execution time of the hand-
eye calibration depends on the
settings in the Sampling settings
tab and the speed setting of the
robot.

Step Exec.(Robot Move): Every
time you click this button, the
robot moves sequentially to the
set sampling coordinates and
captures an image. Click the
button as many as the number of
the set sampling coordinates to
complete the hand-eye
calibration.

By

Calib. Start Position

e 341.3015
Y: -186.619E
Z: 4704161
W 161.0699
P: -1.0396

R: -116.1751

Rebot Move |

Edit |

Calibration Execufion

’ STEP Exec. (Robot Move)
Robot Operation

[ HandEye Calib-

AUTO Exec. (Robot Maove)

Close |
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The progress of the hand-eye
calibration is indicated as Number
of executed steps/Total number of | | ° o
steps in Step in the detailed result
display window.

1st. NG unit Next NG unit rﬁﬂ

0.Camera Image Input ACS

1.Robot Data

2.3D Search

e

When the hand-eye calibration is
completed, (Completed) will
appear next to Step.

5| 3-HandEye Calibration

4 »

[2.HandEye Calibration] A
Judge @ 0K

Scep @ 3Z/3Z (completed) |

Error evaluation X (mm] : 0.5950
Brxoxr evaluation ¥V [mm] : 0.4727
Brroxr evaluation 2 [mm] : 0.7170
Exrroxr evaluation R [deg] : 0,36
Brror evaluation RY [deg] : 0.32¢
Brror evaluation RZ [deg] : 0.38
Poscure type : Z¥X (0) L

AWARNING

Clicking [Auto Exec(Robot Move)]or [Step Exec.(Robot Move)]
drives the robot.

Operate the robot in the state whereby pressing the [Emergency

stop] button can stop its motion anytime.

ACaution

Make sure that an appropriate robot speed is set according to the
procedure described in 8.7.1 before you execute calibration.

Make sure to confirm the robot movement by actually observing it
instead of relying on the camera image. A
If you click the AUTO Exec. or STEP Exec. button when the

warmup of the 3D Vision Sensor is not completed, the
measurement will be NG and the hand-eye calibration will not
complete. Try again after the warmup is completed.
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When Hand-eye calibration is
complete, the robot moves back
to the calibration start point.
Click the “Hand-Eye Calibration”
processing item icon and then
open its “Calibration result” tab.

The results for Positions X, Y, Z
and Posture RX, RY, RZ indicate
the offset between the optical
origin of the camera coordinate
system and the origin of the
flange coordinate system obtained
as a result of hand-eye
calibration.

If they do not deviate significantly
(a few centimeters or more, or 5
degrees or more) from the
settings in the Instruments
settings tab, and the error
evaluation values are less than
1.0, the calibration will be
completed.

3.HandEye Calibration

Instruments setings Target sefings

Sampling settings

Calibration result

Camera coordinate seen from Robot frange coordinate

Result Error evaluation

Position X [mm]: 19.1093 0.1643
Position Y [mm]: -92.9169 0.1512
Position Z [mm]: 13.2291 02446
Posture RX [deg]: 14.1970 0.2329
Posture RY [deg]: 0.2340 0.1198
Posture RZ [deg]: 0.2550 02736
Posture type : IZYX euler angle (*) _'J
Homogeneous transformation matrix expression

1.0000 -0.0033 0.0051 19.1093

0.0044 0.9695 -0.2452 -92.9169

-0.0041 0.2453 0.9695 13.2201

Enable edit l Clear
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The origin of the actual camera
coordinate system is located
inside at about a few more than
10 mm from the surface of the 3D
vision camera. Therefore, the
indicated result for Position Z will
be 10 and a few mm smaller than
the setting.

If there is a large error, change
the value of the setting in the
Sampling settings tab and
execute hand-eye calibration
again.

The calculation of the hand-eye
calibration is now completed.
Click the OK button to close the
setting window.

7 uonsod

. | Optical origin
- |of the camera

IE' Precautions for Correct Use

If the calibration results show an error evaluation value of 1.0 mm or 1.0
deg or larger, the sampled data may contain undesirable values
(measurement errors, robot movement errors, etc.), or the sampling
points may not be appropriate. The errors may become larger when the
position and posture in the camera coordinate system detected by the
3D Vision Sensor is converted into those in the robot coordinate system.
For how to adjust the settings when the calibration results show an error
evaluation value of 1.0 mm or 1.0 deg or larger, refer to Key Points for
Measurement and Adjustment in Hand-eye Calibration processing item
in the Vision System FH series Processing ltem Function Reference
Manual for 3D Robot Vision (Cat. No. Z445).
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4 | Open the 3D Search processing T [230seach  [2205earen

20

|tem and CI|Ck the Unregister — Input parameter [ Model Region settings
. 30 dat. tti
button in the Model tab to T = -
cene ref number ||2tv 3D_Data_Manager
unreg|3ter the model Unit ref number - 1.3D Data Manager
After the hand-eye calibration is Reference data HandEyeCalibTargel

completed, the 3D Search model Registration settings
of the hand-eye calibration target i e
is no longer needed.

You can unregister it to reduce the
scene size.

Click the OK button to close the
setting window.

plance

5| In the main window, click the Data

Scene switch

Data save

save button to save the results of Edittlow

the hand-eye calibration.

Swilch layout

6| Stop the robot program that you
started in 8.7.1.

For how to stop the program, refer
to the Robot Connection Guide for
each robot.

8.7.8. Troubleshooting for Hand-eye Calibration
If 3D Search or calibration fails, refer to Key Points for Measurement and Adjustment in the

Vision System FH series Processing Item Function Reference Manual for 3D Robot Vision
(Cat. No. Z445).
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I 8.8. Pick Application Flow for the Hand-Eye Camera System

This section describes sample flow building procedure for Pick & Place application.

The procedure consists of 3D camera setting, Container and floor registration, Search model

registration and 3D Search setting, Hand and Grasp point registration, Grasp plan setting and

Output destination position and posture to the robot.

Before proceeding with the steps in this section, please complete the settings described in

section 8.7.

The description here assumes that the Layout 0 window is displayed.

IE' Precautions for Correct Use

The Pose and posture output of Grasp Planning unit in section 8.8.7 is expressed in the

robot base coordinate. Please set the robot to the robot base coordinate system.

Do not change the default values of system variables and scene variables. If you

change them, the robot will not operate correctly.

For robot-related settings, refer to the Vision System FH/FHV series Robot Connection

Guide corresponding to the robot listed in Related Manuals. In this manual, it is referred

to as Robot Connection Guide.

Use the following work flow to configure the settings.

<Rl Preparation

v
8.8.2
Robot Connection

\ 4
psiel 3D Camera Image Input AOS

v
8.8.4
Container Detection

Configure the settings to prevent output to
the robot and switch to the scene to
configure.

Execute the setup program on the robot
controller for getting position and posture of
the robot.

Set and adjust the Camera Image input
AOS unit so that the target object is
measured properly.

Register the floor on which the container is
placed and set the size of container and the
container search condition.

The registered floor data is used to locate
the container and is used for collision
detection by the Grasp Planning unit. The
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8.8.5

8.8.6

v
3D Search for Application

v
Making Hand (Vacuum Gripper)
Model and Grasp Point Registration

v
Grasp Planning

v
Result Output

\ 4

Saving the Settings

result of Container Detection is used as a
mask data for 3D Search unit.

Generate 3D search model from the search
target object (workpiece) CAD file and
set/adjust 3D search parameters.

Model the hand (end effector) by combining
cubes and cylindrical columns.

Register the grasp point of the workpiece.

Setting for ordering the 3D Search result by
grasp condition.

Output the grasp candidate location to the
robot.

Save the scene data.
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8.8.1. Preparation

Switch to the scene to configure.
Loading a sensor controller project sets the scene named “Pick on hand_6 axis” for Scene
No. 0 as a sample scene for the picking application.

El Precautions for Correct Use

When you create a new scene for picking, be sure to copy the
“Pick_Onhand_6axes” of Scene No as a template. 0. And use the scene
maintenance copy function to copy the scene. The application will not operate
normally if you combine individual processing items. The sample scene is
configured with system variables and scene variables that are required to construct
an application.

Step Description Window image, diagram

1 | On the main screen of the vision

Cameraimage meas. Image file meas.

sensor, uncheck the Output

checkbox to avoid unexpected AR
robot motion while doing the
setting procedures

[ Output [ Continuous meas.

1st. NG unit Next NG unit

tlli?| 0.Camera Image Input AOS
2 | Switch to the scene for picking.

The scene Scene group [0.Scene group 0 Switch

“0.Pick_Onhand_6axis” that you seene: ericonnang sais H |

copied by using the scene ok Cancel

maintenance copy function.
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8.8.2. Robot Connection

Check the network connection between the Vision Sensor and the robot, and move the
robot to the imaging position.

Step Description Window image, diagram

1 | Run the setup program on the
robot controller according to the
“Robot Connection Guide
section 5”.

The setup program drives the robot.
Operate the robot in the state whereby pressing the [Emergency A
stop] button can stop its motion anytime

2 | Click the Get button. Confirm that

en . Edit flow Data 5 witch
the current position of the robot is e 718 save cEne Swie
displayed. : Switch layout
Robot Current Pos. Get JRobot Command Pos.
¥t 3B6.4653 ¥ :  165.3340) % :  0.0000 W :  0.0000
Y : -59.5937 P : 0.3164) ¥ ¢ 0.0000 P :  0.0000
I: 4149521 R : -p9.8352|Z :  0.0000 R :  0.0000
3| Set the operation speed of the Jog Operation Setting
robot to perform jog operation of Vil [=enee 60 & | T J
the robot.
In the main window, click the Unit Rotate (deg) : | 3.0000 ..]
Robot Operation button. Then, in
p ’ Speed (%) : | 5 |

the Robot Operation dialog
displayed, click the Edit button
and set the operation speed of the
robot.

ACaution

The operation speed of the robot depends on the robot model and
settings. Set a safe speed depending on each robot. A

119



Operate the robot to the
measurement position.

Set the distance between the
target workpiece and the 3D
Vision Sensor in the Z direction to
400 to 600 mm.

Click the Robot Operation button
in the main window and use the
Jog Operation buttons to operate
the robot. You may use the robot
pendant to perform jog operation.
Here, move to an approximate
position and finely adjust it later
while checking the field of view.
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8.8.3.

3D Camera Image Input AOS

Follow the procedures below to set shutter speed, gain and depth range so that the target
object be measured properly.
For details on each parameter of the Camera Image Input AOS processing item, refer to
Camera Image Input AOS in the following manual.
Vision System FH series Processing Item Function Reference Manual for 3D Robot Vision
(Cat. No. Z445)

Step Description Window image, diagram
1 | Click the “0.Camera Image Input - e ——
AQOS” icon on the Main window
of the Vision Sensor to open the () Heonanerbetecton
setting screen. £ | 230 searcn
O R

If you change the connected 3D
Vision Sensor, an error will be
displayed for Individual
identification in the Select
camera tab.

Update button to import camera
parameters from the connected
3D camera.

Without doing this procedure, the
Camera Image Input AOS will
not execute 3D image
measurement.

\.;? 3.Grasp Planning
W

4.Calculation

'"'ji”,"a 5 Result output (Message)

0.Camera Image Input AQS

Cabbrafion dabe: Mok compligsd with

™ Ethe wWanmp is incomplate, the jdgment s NG

Individual identfication

Errar (unmatched model)

Thie camara information of this unit doses nol match hat
of the connecbed camera

Conmecied camera | FH-SMDA-GS050B
SAMPLENNZAD I

Updats

Saeg | Loag |

Camera sefting (3D) | Camera setting (2D) Output setting Select camera
Camera inforesl jon
MWindal FH-SMDA-GS0508
Sarial Mo, EANPLEND 60220
Carmera stalus Ok

Open the Camera setting (3D)
tab.

Camera sefting (30) | Camera semnt;l;ED,'l Cutput sefting ‘
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Set an appropriate
“Measurement range of Z”
between 400-600mm.
“Measurement range of Z” is the
distance from the 3D camera to
target object.

The camera Through image will
be displayed by clicking the
Change display button.

Adjust shutter speed, camera
gain and Light gain so that the
3D depth image be captured
properly.

When adjusted properly, you will
see the target object 3D depth
image similar to that shown in
the figure on the right.

Black color denotes unmeasura
ble or out of range area.

Ueasurement setlings
Measurement range of Z

TR T o0 ])mmi

Detecthion point .

Width of defection region :

Height of detection region ;

[,

]

el ol

L]
e[ <]>]
[ sl ][<]>] w0

Camera setting (30) | Camera setting [2D}| Qutput setling ’

Yiew

Freeze image display

| Change display

Canera settings

v 3D imaging ON
Shutter speed ;

Camera gain :

Light gain :

| [us]

[ [ETE

(] ws

1348708 [mi]
124712 fmm)

ss0.4210 mml
ssorsse ol | 1
5502163 [l
5504041 ]
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If you see only a black image in
the window, check the box for
“Captured Image” in the “Display
setting” at the bottom right of the
screen and confirm whether you
can observe the projected mesh
pattern image on the target
object.

After you configure the camera
settings, click the Change
display button again to freeze
the image display.

Proper exposure

Underexposure Overexposure

Open the Camera setting (3D)
tab for 2D image capture setting.

The camera Through image will
be displayed by clicking the
Change display button.

Adjust shutter speed, camera
gain and Light gain so that the
3D depth image be captured

properly.

As with the settings for
processing item such as Shape
Search lll that uses the edges of
images, set the conditions to
achieve good contrast of the
target workpiece and container.

After you configure the camera
settings, click the Change
display button again to freeze
the image display.

Click OK to complete setting and
close the setting screen.

QCamera Image Input ADS

Camera sefting (3D) EBI‘I’IHB setling (EU] Cutput setting |

Aiow

Freeze image display

[ Change display ]

(Camera settings
V¥ 2D imaging OM
Shutter speed ;
Camera gain :

Light gain :

| 30000 | _ | [us]
30| -

Proper exposure Underexposure

Overexposure
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El Precautions for Correct Use

Setting different shutter speeds in the Camera setting (3D) and Camera setting
(2D) tabs results in an overhead of about 50 ms in the imaging time. Set the
same value as much as possible. If you cannot set the same value, adjust the
shutter speeds by the camera gain and light gain.

Increasing the camera gain in Camera setting (3D) tab does not have significant
effect on the detection accuracy of 3D Search.
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8.8.4. Container Detection

Follow the procedures below to register the floor where the container is placed and set the
size of container and container search condition. The registered floor data is used to locate
the container and used for collision detection by the Grasp Planning unit. The Container
Detection unit uses 2D image, so change Camera Image Input AOS setting enables to
capture 2D image.

Detectable containers are limited to those listed in 3.3. There is also a limitation in size that
they must fit entirely in the field of view of the 3D vision camera.

Registering and detecting a container allows for container detection between the container
and the hand (8.8.7).

For details on each parameter of the Container Detection processing item, refer to
Container Detection in the following manual. Vision System FH series Processing ltem
Function Reference Manual for 3D Robot Vision (Cat. No. Z445)

Step Description Window image, diagram
1 | Operate robot to the oy
measurement position. Make sure 5 W
the floor is clear (no container,no | = 2 | ..

workpiece). f V o
N e

0.Camera Image Input ACS

Click the “0.Camera Image Input

AOS” icon on the Main window of =
the Vision Sensor to open the E
setting screen. L6

193

| 3.Grasp Planning

1.Container Detection

2,30 Search

H 4 Calculation

'_“,u 5.Result output (Message)
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Open “Camera Setting 3D” tab
and click Display Change.

Then Confirm that the floor is
measured correctly.

If the depth image is not captured
stably due to glossy or uneven
surface, place a piece of thin,
white paper on the floor.

After confirming the above, place
the container on the floor.

Open “Camera Setting 2D” tab

Confirm that the container is in
appropriate imaging conditions
(detectable by Shape Search IlI)
with the condition settings in the
Camera setting (2D) tab in 8.8.3.

By doing the above, 3D setting for
the floor measurement and 2D
setting for the container
measurement are completed.
Click [OK] to close the setting
screen.

The floor for a container to placed

Q.Camera Image Input AOS

Camera:emng(QD)IC:msrasstﬁng(?D) Output setting I Select camera

View
Change display l

[ Freeze image display

Canera settings

¥ 2D imaging ON
Shutter speed : 30000 [us]

Camera gain : 0

Light gain : 50 v
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IEI Precautions for Correct Use

If the container position is fixed and the condition settings in 8.8.3 are
inappropriate for detection, once adjust the imaging condition settings to
achieve appropriate conditions for container detection and then perform
container detection. After completion of the container, return to the
condition settings in 8.8.3 .

If you need to detect the container position every time, return to the
Camera setting (2D) tab in 8.8.3 and configure the condition settings so
that both the workpiece and the container can be appropriately
measured.

If you have adjusted the robot
check with the robot in 0, click the Switeh layout
Get button in the main window to | - Gt ruhol Connand Pos.
reacquire the current position of !

the robot.
Make sure the floor is clear (no o,
Contalner no Workpleces) and Camera image meas Image file meas. b W
) / X
click [Measure] to measure the Weasure — e /\-’
. . A e
floor plane without the container. ] V
I~ Cutput [~ Continuous meas. / K ]

Click the “1.Container Detection”
icon on the Main windows of the

0.Camera Image Input AOS

1.Container Detection

@]

Vision Sensor to open setting

& | 2.3D Search
screen. .0 _.|

Open “Input parameters” tab and
confirm that the Input settings are
as shown in the right figure.
Usually no change from the initial
settings is needed.

1.Container Detection

Input parameters Coordinate settings

[Input depth map settings

Source |Measure image 1

Source : IMeasure image 0

[Input image settings
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Open “Coordinate settings” tab.
Confirm that the processing unit
set in section 8.7 “Hand-Eye
Calibration Execution” is present.

Confirm that “Flange coord. seen
from robot base coord” values are
same as the robot current
position.

The robot current position repre
sents the position that you obtai
ned by pressing the Get button
in the main window.

1.Container Detection

Input parameters Coordinate seftings Floor settings

Coordinate kind :

ADutput coordinate settings

|Robot coordinate e

Hand-Eve data unit settings

Scene ref number :

Unit ref number =

|125.Handeye_calibration_P |

|3 HandEye Calibration -

Robaot type :
Robot posture :
Camera mount :

Robot mount :

6-axis(XYZWPR) robot

ZY¥ Euler angle

On hand camera

Floor mount

F lange coord. seen

from robot base coord ——

[svrBVAR_CUR_I - |

[svrBvar_CcURI - |
[SvRBVAR_CUR_I |
[svRBVAR_CUR_I| - |
[svRBvAR DSTF - |
[SvRBVAR_CUR L |

Position X [mm] : 386.4659
Position ™ [mm] : -b9.6937
Position Z [mm] : 414.9521
Posture RX [deq] : 165.3340
Posture RY [deg] : 0.0000

Posture RZ [deg] : -89.8352
Posture type : DX

Open the “Floor Settings” tab and
then Click the Edit button to
specify the floor region for
measurement.

The position of the container is
based on the floor set here.
Register only the floor on which
the container will be placed.

Input parameters Coordinateset‘tings[ Floor settings I

Flane region :

Reqgistered figure

| Edit l
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You can also register the region
by dividing it into up to four
multiple areas. Register area that
are on the same plane.

Do not include surfaces with
different heights or gradients.

If the registered areas are too
small, the registration will fail, or
error will be large.

If the area is small in one area,
set up four arbitrary area on the
same plane.

Click OK to finish floor region
setting.

Click the
register the floor on which the

Measure button and

container will be placed.

The information on the detected
floor surface will be displayed in
Floor detection result.

Confirm that the value of Position
Z [mm] does not deviate
significantly from the distance
between the 3D Vision Sensor
and the floor surface.

1.Container Detection

Floor region :
Registered figure [~ o | o
Rectangle B
Rectangle B
Rectangle 5 ®|a| 0O

- ORMNO
s I @ | X | » e
Rectangle
Upper left position

[zl
=L, l—_lq 1= [ ]
]
Lower right position 11.
ol C=lle] -
IR

e ——
mii Cancel |‘ Apply I

. Containes Detection

Measurement

Jucge cond. | WLIW

Ingut parameters l Cooranate setings | Floor setings Region sefings

Shape seftings

Registereatigure =
Rectangle

Floor detection settings
Floor offset(akong normal) immj
P |

fFTcor detectfon result
Floor coorainate seen from camera coorginate.

Positon X fmm) 188020
Positon Y [mm] 145109
Postion Z [mmj 5812305
Posture RX [deg] 94977
Posture RY [deg) 20959
Posture RZ [deg] 1799778
Posture type XVZEuler angle -
[ e ] (Disslay seltingg ——————————————
RlalRl imagekind:  [input-Measwre image 0+
E

¥ Draw 30 positon

'Homogeneous ¥ansformation matix expression
09993 00004  -00366 188929
00007 10000 00088 145109
00365 00088  -09993 5812305

oK Cancal
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Checking Display floor figure in
Display settings displays 100 by
100 dots in the pane.

The color of the dots indicates the
distance from the camera, which
is the same as the distance image
display in the Camera Image Input
AOS processing item.

The diameter of points with a
smaller error in the measured
value than the value of the
registered plane will be displayed
larger. Confirm that points with
large diameters are distributed
over the entire measurement
region that you set.

If the points with large diameters
are biased to either side or in parts
of the measurement region, check

Example of an image that is distributed throughout

290 000000000

- 90000008

20000000 OS "
- 90000000 OS
‘0000000000
- 9000000088

t
[ ]
.
®

200090000
200000000800

T eee
0000
c- 0000 -
BLLL N

| |oe- - :
eee® 0000000 -

ACaution

If you have changed the height or gradient of the floor surface on
which the container is placed, the imaging position, or the position
or posture of the robot after you clicked the Measure button in the

Floor setting tab, redo the floor registration from Step 2

(reacquisition of the current position of the robot) of this

procedure. Otherwise, the robot hand may collide with the floor.
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Place the container on the floor of
measurement position.

Click Measure button on the Main
Window and capture a 2D image
of the container.

The container is registered at the
imaging position. If you have
corrected the position, click the
Measure button and capture the
image again.

Click “1,Container Detection® icon
again and open setting screen
again.

Camera image meas Image file meas

Measure

™ output [~ Continuous meas

1st. NG unit NextNG unit | [

0.Camera Image Input ADS
"2 ok
r 7| 1.Container Detection
0 OK

Open “Shape settings” tab to set
size of the container.

You can register only the

supported containers shown in 3.3.

The width is the horizontal
direction of the camera image (X
axis), and the depth is the vertical
direction of the camera image (Y
axis).

Coordinate settings

Floor settings I Shape seftings

(Shape paraneter

Container type :

‘Bm{ type container

-

Width (x axis) [mm] :
Depth (y axis) [mm] :
Height (outer) [mm] :
Height (inner) [mm] :
Rim (x axis) [mm] :

L Rim (v axis) [mm] :

=

i 235.0000 ||L|L|
L <]
-]

| 90.0000 | -

m— BB

[ 13.0000] . |<|>|

Depth(Y)

Width(X)
IHight (outer)

R\Im(Y) Hight (inner)
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After you enter the shape o

Input parameters Culclnﬂl:eﬁmqsl Floor seftings I Judge cond. Output p:
parameters, green lines that Shape paraneter ———————————

Containertype [portpocontaner <]
represent the rims of the container o :
seen from directly above are e

displayed in the center of the b

pane. o

Check that there is no deviation in

size.

Note that the position of the lines
appears to be misaligned with the
container image because the
container is not detected yet.

Open “Region settings” tab and
click Edit to set search region of
the container.

Floor settings Shape settings Region settings

Registered figure | Edit
Rectangle

SpeCIfy the Contalner SearCh Input parameters [cwamammngsl Floor settings l Shape settings. - Measurement | Output parameters
region. e 1afz)e
PEN
aax]s)
Rectangle ———————————
ljﬁmrlefloosmm m
i | 1 (Y
. ‘il 2
Click the OK button to complete o ek [1]
. . =Lbl il
region setting. [4]
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10

Open “Measurement” tab and
detect the container by setting
above.

Confirm that the box for [Measure
once] is checked.

Click the Measure button once.
The container will be displayed
with a green frame as shown in
the figure on the right indicating
that container detection was
successful.

If the detection failed, click the
Advanced button and adjust edge
level. The container will be
detected based on the edges of
the 2D image.

Clicking the Draw with 3D button
displays the set container in
wireframe with the measurement
results overlaid on it.

Click the End button to close the
3D Visualizer window.

Click the OK button to close the
container detection settings.

The container detection procedure
stores the shape and position of
the container in the robot base
coordinate system.

If you have changed the position
of the container, redo the
procedure from Step 7
(measurement of the container
image).

put pacameters Coammseanqsl Floor semings | Shape sefings

condition

~ Rotation

Cancidate LViFne) w]i<]>]

Angle range [ceg) f_7J B I'_';J
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ACaution

If you uncheck Measure once in the Measurement tab to
measure the position of the container in every measurement, set
the container position so that it is not out of the region that you set A
in the Region settings tab. In addition, make sure that the

container can be detected with the workpiece actually contained
in the container.
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8.8.5. 3D Search for Application

Configuring the 3D Search settings consists of loading the CAD data for the search target
model, registering the model, and setting search parameters. You can use the setting
procedure below to get the 3D position and posture of the search-target workpiece (in the
camera coordinate system) from the measurement results of the 3D Vision Sensor.

For details on each parameter of the 3D Search processing item, refer to 3D Search in the
following manual. Vision System FH series Processing Item Function Reference Manual for
3D Robot Vision (Cat. No. Z445)

IE' Precautions for Correct Use

You can load CAD data in the STL format. For details, refer to 3D Data Manager in the

following manual. Vision System FH series Processing Item Function Reference
Manual for 3D Robot Vision (Cat. No. Z445)

Step Description Window image, diagram

1 | Click Scene switch button on the
main Window of the Vision
Sensor. Switch layout

Edit flow Data save Scene switch

Select scene Switch scene
“126.3D Data Manager” which
i - - g Scene group |D.Scene group 0 Switch

contains the 3D Data Manager A

. Scene - ||125 3D_Data_Manager B |
unit.
Click the OK button to switch the oK | Cancel ‘
scene.
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Insert USB flash drive which
stores the target object CAD file
into USB port.

Click the “1. 3D Data Manager”
icon on the Main window of the
Vision Sensor to open the setting
screen.

Open the “CAD Data” tab.

Select a number in the list that is
not registered.

Click the Import button on the
bottom left to open File Explorer.

Select the target object CAD file in
the USB flash drive and then click
the OK button to load the file.

The loaded CAD data will be
displayed as shown in the figure
on the right.

You can use the slider at the
bottom right of the window to
rotate the loaded CAD data.
Confirm the target object is
correct. Then click the OK button
to close the setting screen.

At this point the target object CAD
data loading is completed.

0.Camera Image Input AQS

& W

I’ 1.3D Data Manager

1.3D Data Manager

CAD Data Hand Data | Grasp DB

il
3

&

28

Import Delte ‘ Rename

No | Name | size [ A

29 v

FileExplorer

~IF Logging image
Iz Registered image

BB >

@£ RAMDisk
@ USBDisk Name
@09 DA [} Wi zZPlate3.stl |
=0 EA
) Sample_Weork
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14

Precautions for Correct Use

If the size of the CAD data is too large, the display may become very slow. If

the display is slow, adjust the granularity of the CAD data output from the

CAD software.

Click Scene switch button on the
main Window of the Vision
Sensor.

Select the sample scene (scene
No.0) and Click OK button to
switch scene.

Switch scene

Scene Qroup |0.scene group 0]

Scene :

Switch
[l0.pick_Onhand_saxs |
| OK I Cancel

Put the target workpiece in the
container and set the registered
container in place.

In the main window, click the
Measure button to capture an
image according to the camera
condition settings in 8.8.3.

Camera image meas.| Image file meas.

Measure

Although the measurement result | |~ outpu I™ Continuous mezs.

will be NG since the settings are

not yet complete, proceed to the

next step.

Click the “2. 3D Search” icon on 0.Camara image nput AOS
= g

the Main windows of the Vision
Sensor to open its setting screen.

1.Container Datection

L | 230 Search
3.
W OC

3.Grasp Planning
4 Calculation

“reea| 5Result outpul (Message)
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Open the “Input parameter” tab
and confirm that Input settings are
as shown in the figure on the
right. Usually there is no need to
change from the initial settings.

23D Search

[ Input paramater KModel

Ragion settings

Input depth map seitings
[ Sournce :

Measure image 1

Source : Measure image 0

[]nnul inage seitings

Open the “Model” tab to select the
target object file.

In “3D data settings”, set the
“‘Reference data” to the target
object loaded to 3D Data Manager
in STEP 2.

Set the distance range from the3D
camera (camera coordinate
system) in which the target
objects will be placed.

The narrower the range, the
shorter the detection time.

If the shape of the model is
symmetrical from front to back
(i.e., identical even when it is
rotated 180 degrees around the X
or Y axis from the state displayed
in the window) as shown in the
figure on the right, adjust the
reference posture RX, RY, and RZ
values to achieve front to back
symmetry and check the Having
front and back symmetry about
current view check box. This will
reduce the size of the 3D Search
model and speed up the
processing time.

2.3D Search

Input parameter | Model Region settings

Measurement Judge cond

3D data setlinzs

Sceneref number:  |126.3D_Data_Manager  v|

Unit ref number : [1.30 Data Manager |

Reference data : 1.022-PIPE bt

Registration settings

|D\stance range [mm] 400 |—|

Register ‘ Advanced

2.3D Search

Inpui parameter | Model |

Region settings

Masurarment ‘ Judge cond. ‘

3D data seltings

Scene ref number 126.30_Data_Manager -
Unit ref number [130 Data Manager -
Reference data [1022-FiFE -]
Registration settings

Distance range [mmj I—-i |’—u |
Latitude range [deg] : [ =] =[]
Longhuderangefdegl: [ 2o |-[ e[|
Muodel type + Solid " Surface

Refarence posture [deg)

PostreRX: | so0om < !— j
Fosture RY 0.0000| — | j I j
Posture RZ : | < | I ﬂ

¥ Ha ving front and back symmetry about curment view I

Raturn

Regisier

Front and back symmetry
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If the model is not symmetrical
from front to back, set it to an
orientation that secures the
largest area in the setting window,
or a workpiece posture that
frequently appears on the
captured image of the actual
package.

Click the Register button to
register the CAD data. This
process generates 3D Search
model data. “Under registration”
message blinks during the
registration process. When
completed, the label will change
to [Unregister].

The registration takes about 90
seconds.

Register Advanced
Reqister Advancad Under registering
Unregisher Avanced

IE' Precautions for Correct Use

Changing the posture in Display settings at the lower right of the
window does not affect the Reference posture settings in the advanced

settings. To change the Reference posture settings, click the

Advanced button.

Open the “Region settings” tab to
Set the region so that the
measurement FOV covers the
container.

Click the Edit button to set the
measurement region.

When using result of container
detection as a mask, place a
check on Enable masking and
set the container detection unit to
Unit ref number of Masking
settings.

230 Search
Input pararmaler Madel Region saftings
Registered fi
[ egistered figure | Edit
Reclangle
Masking settings
¥ Enable masking |
Scene ref number : |curren1 5cena hd
Unit ref number : [1 container Detection R
Mask image number : | ol -| »
Mask region color |Ela-;f. j
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If the container detection is
successful, a mask region will
appear in the window. If the mask
region is colored “black” as shown
in the figure on the right, the black
region will be excluded from the
target of measurement.

Open “Measurement” tab to set
measurement condition of 3D
search.

Open “Measurement” tab to set
measurement condition of 3D
search.

In 3D Search, candidates will be
selected at the following two
candidate levels.

Candidate Lv.(surface): The
match level for curved surfaces
between CAD data and
measurement result.

Candidate Lv.(contour): The
match level for contours between
CAD and measurement results.
There is an “OR” relationship
between the two candidate levels.
Candidates beyond one of the
candidate levels will be included
in search results.

Select “Sort kind” for sort order of
searched results

Region settings

Measurement

Judge cond. ‘

Search sett ings

Fandidale Lv. (surface) : |

]

._|{|}

Fandidate Lv. {contour) : |

[=1

-
o

[

Sortkind :

Max. number of detection : | ECJ < I = |
Sort kind : Ilr-nean correl. (Desc) jl
Measure Advanced

filean correl. (Desc)

Mean correl. (Desc)
Mean correl. (Asc)
Surface correl. (Desc)
Surface correl. (Asc)
Contour correl. (Desc)
Contour correl. (Asc)
Position X (Desc)

Qosition X (Asc
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When you want to limit searched ,

. . atitude range [deg] : [ = J - 50
candidate posture or distance honghcerangatvedl: [ sol-[ L]
(from camera), adjust the ranges Roll range [deg] L[ o]

of Latitude, Longitude, Roll and/or Distance range [mmj: [ s |- 0|
Distance. Click Return button to

close advanced setting. Measure Retum

Click the Draw with 3D button at

the bottom right of the window to e
start the 3DVisualizer. The i ’“‘:" =
searched CAD data will be 3 e

® Polygon Display

overlaid on the 3D data. You can
check the search results on the

3D display.

After you check the results, click

the End button to close the il
window. St

If the workpiece cannot be
detected with the default
parameters, adjust or change any
of the following three settings.
mAdjusting the candidate level

Search settings

settings Candidate Lv. (surface): | 60 :l |ili]

Decrease the Candidate Lv.

(surface) and Candidate Lv. el | ool | § | . |

(contour) values from the default Max. number of detection : | & || < Iﬂ

value of 60 to about 40. Sort kind - [Mean correl. (Desc) -]

If the search results are displayed, ||Candidate Lv. (Surface) < Surface correlation
check the surface correlation and | |Candidate Lv. (contour) < Contour correlation

contour correlation values and
adjust the candidate level settings
to a slightly lower value than the
detected correlation value.
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mChanging the edge information
to use

Check Display contour feature
in Display settings to display the
contour features.

Click the Advanced button to
open the advanced setting
window.

In Edge info used, switch the
setting between Depth and Image
to compare the contour features.
Select the setting with clearer
contours and less noise.

mAdjusting the edge level

If the contours are unclear or
there is too much noise when the
contour features are displayed,
uncheck Auto for the edge level
setting. Adjust the edge level to
make the edges clearer with less
noise.

Display settings

Image kind :

v Display masked image

Input - Measure image 0 j

I v Display contour feature

¥ Draw detected result

Draw with 3D |

nge info. used :

" Depth

" Image I

Edge level (depth) :

¥ Auto

Edge level (image) -
7 Auto

Edge level (depth)

a

—N

I Auto

[ oo | <[ }J—|>]

Edge level (image):

¥ Auto

11

Open “Judge Cond” tab to set
judge condition.

If judge by position and posture
(in camera coordinate) needed,
Click [Advanced] button and set
range.

Click Return button to close
advanced setting.

Click OK to complete 3D search
settings and close the setting
window.

{ Region semngs I Measurement Juage cond.

{ Region semings I Measurement Juage cong

Judgement condition
Detected count 20
— —
Surface comelation : 98 0806
Contour correlation :

704222

000000 |

60.7639

Mean corelation

lud t condition

851414

Position X [mm]
Position ¥ [mm] :
Position Z [mm] - 4205032

6.5095

23.1255

Fosture RX [deg]

Posture RY [deg] 501924
120.6000] |- 1856600 | - |
Posture RZ [deg) - -144 8657

Resultingex focused

—

Measure

Result index focused :

—

AMEBEU'E
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12| In the main window, click the
Measure button and confirm that
the 3D Search results are
displayed.

v 3.Grasp Planning
&/ oK

o
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8.8.6. Making Hand (Vacuum Gripper) Model and Grasp Point Registration

Create and register the shape of the hand (gripper) used to grasp workpieces. To create a
hand shape, combine cylinders and cubes. You can create one-point vacuum and two-finger
parallel open-close hands. You can also register a camera as part of the hand to detect a
collision with the container.

F

Tow finger One-Point Vacuum

M Precautions for Correct Use

You cannot register hand shapes directly from CAD data.
Prepare a drawing that describes the dimensions of each element of the hand.

This section explains how to register the hand by using example shown in below figure.
This section describes the model registration procedure for a single-point vacuum hand
(including the 3D Vision Sensor) as shown in the figure below. For the procedure for a two-
finger hand, refer to 9.1 Making Hand (Tow finger Gripper) and Grasp Point Registration.

Flange center

]
]
! ]
...... b LN ). Base
¥ i ! s,
< : . H20 mm
& . oy |
! ! i Base
| ] N
. i 1 o1s,
e 8sum —|n ! H140
: !
i ; Bellows
! = i &15mm,
! 5 i H2 0
! ] i
: !
. o pag
! il &20mm,

! H 2
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mHand coordinate
Hand data uses the robot flange coordinate system. Check the orientation of the robot

flange coordinate system when you install the gripper.

Root of the gHand

Tip direction of
the gripper

Hand Coordinate system

mComponents of the hand
Example of a vacuum hand consist of following element.

Part Description

Pad Vacuum pad that makes contact with the target object.

Bellows Expanding and contracting part of vacuum pad.

Base All element other than Pad and Bellows. Jigs to connect the robot’s
flange, pipe, camera and other element moves with the hand.

mLocation and dimensions of components

Position and posture of elements are described in the flange coordinate. The position of the
element is center of roof plane or cross section of diagonal line. Height/ Width Z is minus Z
direction in flange coordinate system.

The root of the hand is located at the origin of the flange coordinate system. Create the tip
of the gripper in the Z-axis plus direction of the flange coordinate system.

Width Z

B

{

Position(X,Y,Z) Position (X,Y,Z)
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mAccuracy of the hand

Accurately set the position and dimensions of the tip that makes contact with workpieces
(shown in a red outline in the figure below). In particular, set the dimensions in the Z-axis
direction of the flange coordinate system correctly. For other elements, you can use
approximate shapes such as circumscribed cubes and cylinders without problems.

M Precautions for Correct Use

*  Output of the Vision Sensor is calculated based on the hand shape specified
here. Position and size of the element which contact to the target object must be
set precisely.

* Register the elements attached to the hand (camera, connectors, jigs attached
to the hand, etc.) that require collision judgement with the container together
with the hand.

Follow the steps below to register the hand data, and then register the grasp point.

For details on each parameter of the processing item, refer to 3D Data Manager in the
following manual. Vision System FH series Processing ltem Function Reference Manual for
3D Robot Vision (Cat. No. Z445)

Step Description Window image, diagram

1 | Click Scene switch button on the 0.Camera Image Input AOS
main window to switch to Scene
No. "126. 3D Data Manager". 2 10 Pt tienaost
Click the “1. 3D Data Manager”

icon on the Main windows of the

Vision Sensor to open its setting

screen.
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Open the “Hand Data” tab.

Select a vacant No. and click New
button.

CAD Data I Hand Data I Grasp DB

o | Name | A

wh o= o)z

27 v

Rename

New Edit | Delte

Impon Export

The dialog shown in the figure to
the right will pop up. Select [One-
point Vacuum] and set a unique
hand ID.

Click the OK button to open the
HandMaker tool.

Pleaze select hand type,

Pleaze set hand .

Ok

mRegistering Pad and Bellows.
Click Add Cylinder button and
then select Pad from the pull
down list.

Open the “Individual Parts” tab.
Set Position, Orientation and
dimension of each element (Pad).

Again, click Add Cylinder button
and select Bellows from the pull
down list.

HandMaker

Individual Parts  All Parte  Whole hands

Position/Orientation —————————————

Positioni [mm]: | () |
PositionY [mm]: | ol < »
PositionZ [mml: | wolll < 1>
Tilt Direction : X ~

Tit Angle [ 1 [ ol < | »
Diameter [mm] ol £ >
Height [mm] L 2_ < |l >

Add Add
Rectangle Cylinder

Copy Delete

HandMaker
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Open the “Individual parts” tab.
Set Position, Orientation and
dimension of each element
(Bellows).

If there is no bellows element,
set the difference in length betw
een the non-adsorbed state and
the adsorbed state of the pad
(deformation of the tip).

The length of the Bellows
changes when vacuum pressure
is applied so open the [Whole
hands] tab and set Max Bellows
Contraction (unit is mm).

Individual Parts &Il Parts  tithole hands

Position/Orientation =—=-=-===-=---=--—

Pagition [mm]

Tilt Direction

Position'f [mm] = |

PositionZ [mm]: |

Tit Angle [ 1 |

Height [mm]

Diameter [mm] : |

[ Skeleton Vievw

Non adsorption

Individual Partz Al

Hand 10 -
targin [mm] :

[[] Symmetry

Parts | Whole Hands

Push-in Aimount of Grip Registration [mm]:

I Max Bellows Contraction :

M Precautions for Correct Use

adsorption

—bBellows Height
+— Pad Height

00 e

0n) [< | >

rs.u[| >

The vacuum hand assumes that the pad is pressed against the

workpiece within the range of Max Bellows Contraction and grasps it.

If there is no bellows element, set the difference in length between the
non-adsorbed state and the adsorbed state of the adsorbed rubber

(deformation of the tip) as a bellows. When the bellows are not set, or
the Max Bellows Contraction is 0 mm, it is determined that the work
piece and the hand interfere with the grasp point registration.

mPipe and Flange connection jig
Click Add Cylinder and then
select Base from the pulldown list.

Name
Mew Parts

Mews Parts

Group
Pad v
Bellows W

fidd Add
Rectangle Cylinder

Copy Delete
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Open the “Individual parts” tab.
Set Position, Orientation and
dimension of each element (pipe).

Click Add Cylinder and then

select Base from the pulldown list.

Open “Individual parts” tab.

Individual Parts  All Parts  Whobe hands

Position/Crientation ===============uu—

Position [mm] oy <
Poszition'’ [mm] EI_ L4
PositionZ [mm] 15 <

Tilt Drection: | X w

Tilt fingle [ ] g <

Size

Diameter (mm] : | 15| <

e o <

A Skelston View

HandMaker

Individual Parts  All Parts  \Whole hands

Add Add
Rectangle Cylinder

Copy

Delete

Set Position, Orientation and Position/Orientation ———-————-————
. . Pogition} [mm] : u| < | >
dimension of each element -
(flange connection jig). Position’ [mm] - | <>
PositionZ [mm]: [ 20| < | >
Tilt Direction : b4 v
Tinange L 1 [ o] <>
Size == mmmmmm e
Dismeter [mm] - | sl < | >
Height [mm]: | alf <>
[ Skeleton View
mOn-Hand Camera v
Assume the size of the On-Hand
Hame Group [ Add ] Add
Camera to be 110x70x90mm. Nevr Parts Pad 7 [ R
. Mawe Parts Bellows w
Click Add Rectangle button and News Parts e E— Gopy Delote

select Base from the pulldown list.

Mew Parts
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Open the “Individual parts” tab.
Set Position, Orientation and
dimension of each element (On-
Hand camera).

To tilt the camera, set Tilt
Direction and Tilt Angle [deg].

This hand model does not have
rotational symmetry because of
the camera, so open “Whole
hands” tab and remove the check
from the Symmetry check box.

Indwidual Parts A1l Parts  Whole hands

Pashiu-u'tkhnnmiin e

PesitiornX [mm] : 1] IR
Pesition¥ [mm]: [ 88| <[>
FasitioniZ [mm) : | 62 >
Titt Direction: | X -

Tilt dngle [ ] | [ IENE:

Size '
Viclth 3¢ [nem] : | | < | >
wdthYmml: [ mf| <]
widhZ ) [ mf[< >
1 Skeleten WView

Individual Parts Al Partz  Whole Hands

Position/Crientation ——
Positioni [mm] -

Posiion [me] :

PositionZ [mm]

Tik Direction :

Tit Angle [deg] :

B Skeieton View

Individual Parts Al Parts | Whole Hands

Hand 10 :

Margin [mm] :

Arele [Dee] : 0oL
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Open the “Whole hands” tab and
set the margin for collision check.
The Hand model size “Margin
mm” is enlarged at the collision
check calculation. The amount of
depth that Pad face pushed in to
the workpiece surface can be set
in “Push-in Amount of Grip
Registration”.

Sucking a workpiece with the
suction pad pressed against it
ensures reliable suction
performance.

You can also register parts
individually at the time of grasp
point registration.

Individual Partz  All Partz | Whole Hands

Hand ID :

|

I Margin [mm] :

1| <

[ Symmetry

LRI S

I Puzh~in fimount of Grip Reeistration [mm]:

] <

Click Save to save designed
hand and then click Exit button to
close HandMaker tool.

Save

Exit

Click Rename button to change
hand name from the system
default name.

Input arbitrary name in dialog box
and then Click OK to apply
change.

Hand design and registration
process is done by above
operations.

New

Edit | Delte

| Rename I

Import Export |

IVac:u me_sampls

0K

- Cancel
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10

Open “Grasp DB” to make a
Grasp DB and register grasp
points.

Select a target object from CAD
Data list and select a hand from
Hand Data list.

Click the New button to open the
GraspTeachGuUI tool.

DataManager3D

CAD Data | Hand Data Grasp DB
DutaManageriD
CAD Data I Hang Daty I Grasp DB I
I T T T CADData
2 o CaTarget1®_oby

= 1o e e

11

With the left button of the mouse
pressed, drag the target object
CAD on the screen to rotate and
make its grasp side visible on the
screen.

Move mouse on the grasp point
and right click. The hand will be
displayed on the grasp point like
the figure shown on the right.

When Push-in Amount of Grip
Teach [mm] is set, the suction
pad will be automatically pushed
into workpieces.

wnaciny Ve Ducy
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The Grasp point location and
posture is adjusted by using
“Hand transformation” buttons.
The function of the button are as
follows.

Adjust the position of the hand by
clicking the + or - button for each
axis.

The amount of movement can be
selected from the pull-down list.

The bellows shrink (contraction)
condition can be seen by placing
check on the “Shrink bellows”
check box.

Consider shrink and no shrink
condition of the bellows and
adjust proper grasp point.

The Grasp point placed by right
mouse button click is just surface
of the target object. If it is not the
right place for vacuum grasping,
move the hand lower by clicking
Trans Z +/- button.

TwoFinger  Vacuum
Grazp point
<= Prev

Mext —> Delete

[ Shrink. bellows

Hand transfor mation

Transk | = || *+ Rots | = ||+
TranzY |- ||+ RotY |- || +
TransZ | = ||+ RotZ |- | +
I Moderate (1.0%/1.0dee) w II
- - Maderate (1.0%/1.0dee)
Upzide down Flip \

Precise g
Moderate 5/ 1 deg
Rough (5.0%/5 0dee)

Wery roueh (30.0%30 0dee)

g

Reset

TwaFinger Vacuum
Grasp point
<= Prav Mext =

] Sheink bellows

Delete

12

Some type of grasp points can be
generated automatically.

Multiple point around Z axis is
generated by Circle button.
Number of multiple point and
angle is adjustable by using [+]/[-]
button shown in right figure.

Move mouse to other point and
right click adds next grasp point.

Edit erasp

Pattern

Single Circle
Start anzle = ||+
Stop arele - ||+
MNum angle = ||+
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In some condition, the robot may
not reach the set grasp point. Add
grasp points considering the
workpiece's orientation and the
robot's rotational range limit.
[<-Prev] button displays previous
grasp point, [Next->] button
displays next grasp point.

Delete button deletes current
grasp point.

After setting all grasp points, click
[Save] button at right lower side of
the window.

When the dialog “Grasp DB has
been saved successfully” pops
up, click the OK button.

If a warning dialog appears,
please review grasp points that do
not touch, or collide with the
workpiece. For detail, refer to Key
Points for Adjustment(3D Data
Manager) or 3D Data manager in
the Vision System FH series
Processing Item Function
Reference Manual for 3D Robot
Vision (Cat. No. Z445)

Then click the [Exit] button.

TwoFinger Wacuum

Grasp point
<= Prav Mext => Dietlertee
Save EE
Success o
Grasp DB has been saved successfully

13

Click the Rename button to
change the Grasp DB name from
the system default name.

Input any name in the dialog box
and then click OK to apply the
change.

The Grasp point registration
process is completed by the
above operations.

New

Edit ‘ Delete |

Rename I

Import | Export

[Sa mple_GraspDE

QK

Cancel
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14 | Click the OK button to complete
the setting and close Hand and
Grasp point registration, and 3D ﬂ, ﬂ
Data Manager unit.

New Edit Delte Rename

15| Click the Scene switch button in
the main window. And switch
scene to sample scene (No.0
scene).

M Precautions for Correct Use

Set the grasp point based on the actual posture of workpieces, the movement
range of the robot, and the shape and placement of the hand.

If you need to set more than one grasp point and consider how to place the hand
for each grasp point, design the robot program depending on the grasp point.

mSupplementary Information on Grasp Point.
The figure below illustrates why multiple grasp point registrations are necessary.

3D Vision Sensor

Robot

Rotation angle range
limit of the hand

Grasp points No.1 to No. 4 are defined as follows.

No. 1 Grasp point on the front No. 2 | Grasp point with the hand rotated
side of the workpiece 180 deg from grasp point No. 1

No. 3 Grasp point on the back No.4 | Grasp point with the hand rotated

side of grasp point No. 1 180 deg from grasp point No. 3
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1) Consideration for the rotation angle range of the robot

If the robot cannot reach the registered grasp point due to the limited rotation angle of the
robot or the shape of the container or hand, add grasp points to locations where the robot can
reach. As shown in the above figure where the rotation angle of the robot hand is limited to +6
deg, the robot can grasp workpiece A but cannot grasp workpiece B at grasp point No.1 due to
the limited rotation angle. Therefore, grasp point No.2 is added. In the Grasp Planning
procedure in the next section, it will compare grasp points No. 1 and No. 2 for workpiece B
and select grasp point No. 2 where the robot does not reach the rotation limit.

2) Consideration for symmetry of the workpiece

When the workpiece has a front to back symmetry, it may be recognized as the front or back
side even in the same posture in the result of 3D Search. Therefore, registering only grasp
points No. 1 and No. 2 on the front side is not sufficient, if it is recognized as the back side.
Therefore, grasp points No. 3 and No. 4 are added. However, when the Having front and back
symmetry about current view check box is selected in 3D Search model registration, grasp
points No. 3 and No. 4 need not be registered.

In addition, when the workpiece has a horizontal (or vertical) symmetry, even in the same view,
it may be recognized as being rotated 0 or 180 deg to the Z axis of the camera coordinate
system in the result of 3D Search. Therefore, grasp points are registered in 180-deg
symmetrical locations as in the relationship between grasp points No. 1 and No. 2.
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8.8.7. Grasp Planning

Follow the setting procedure below for priority ordering of the target object and collision
checking. The Grasp planning unit refers HandEye Calibration unit, Container Detection unit
and 3D Search unit. Confirm those units are correctly working.

Step

Description

Window image, diagram

1

In the main window of the Vision
Sensor, click the Scene switch
button.

You now return to the scene to
set.

Switch scene

Scene group :

Scene;

[0.5cene group

[l0.pick_onhang_6ads

Operate the robot to the
Measurement point.

Click Get button to acquire
position and posture of the
Measurement point.

If this was already done in section
8.84

Container Detection, you can skip
this.

Robot Current Pos.

Edit flow

Switch layout

Data save Scene switch

Robot Command Pos.

Click the “3.Grasp Planning” icon
on the Main window of the Vision

Sensor to open the setting screen.

0.Camera Image Input AQS

AR

1.Container Detection

2.3D Search

3.Grasp Planning

4.Calculation

o -

"

L]
&

| 5-Result output (Message)

Open “Input parameters” tab to
confirm that “2.3D Search” is
selected to “Workpiece detection
unit settings”.

3.Grasp Planning

Input parameters

Coordinate setlings

Pose of grasping

{ Unit ref number :

Workpiece detection unit settings

|23D searcn

|
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Open “Coordinate settings” tab to
confirm that Hand-Eye data unit of
section 8.7.6 is selected.

Confirm that “Flange coord seen
from Robot base coord” reflects
the robot pose and posture
acquired in STEP 2.

If you load a sensor controller
project corresponding to the robot
type, there is no need to enter or
change the settings because the
system variables (SY.XXX) are
already set.

The Grasp Planning unit
considers this as base position
and posture for determining
priority order.

3.Grasp Planning

Input parameters

Coordinate settings

Pose of grasping

Coordinate kind :

(Output coordinate settings

[Robot coordinate =]

Unit ref number :
Robot type :
Robot posture :
Cameramount :

Robot mount =

Scene ref number -

Hand-Eve data unit settings

[l 125 Handeye_calibration_P ~ ||

I[B.HandE‘,re Calibration vl

6-axis(XYZWPR) robot

ZYX Euler angle

On hand camera

Floor mount

Position X [mm] ; 386.4659
Position Y [mm] : -59.6937
Position Z [mm] : 414 9521
Posture RX [deg] : 165.3340
Posture RY [deg] : 0.3164

Posture RZ [deq] : -88.8352
f’osture type ZYX

F lanze coord. seen from Robot base coord ——

[V RBvAR_CUR] |

Open “Pose of grasping” tab and
set the Grasp DB which was
created in section 8.8.6 for “Grasp
DB settings”.

3.Grasp Planning

Input parameters

Coordinate settings

Pose of grasping

Grasp DB settings

Scene ref number :

Unit ref number :

Reference data :

| 126.3D0_Data_Manager j

[1.3D Data Manager |

|0.0000_GraspDB ~|

Open “Order of grasping” to set
priority order of the 3D Search
unit results (grasp candidates).

Input parameters

Coordinate settings

Pose of grasping

Order of grasping
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Priority order is divided in to 3
levels (High/Low/Reject) by 2
parameters (Preferred /Reject) as
shown in the figure on the right
The final priority will be
determined based on the overall
evaluation of each evaluation
value. Candidates with more
items that are at “Preferred level”
or higher will be given higher
priority.

Items with no condition selected
will be set to “Rejection level” and
excluded.

m3D Search result

Threshold of 3D Search (section
8.8.5) matching level is set to
Surface correlation and Contour
correlation.

All candidates detected in 3D
Search are the target of
evaluation. Candidates that are
rejected due to the judgment
conditions will also be included.

Prefferred level

Rejection level
l Reject

High Priority

Low Priority

Surface correlation :

Prefferred level :

Rejection level :
Contour correlation :

Prefferred level :

Rejection level :

97.3129 (4)
— R B
—_ |5 Y

31.5872 (A)
— K
—IE B

mTilt and Rotation angle

The priority will be set based on
the tilt and rotation of the hand tip
when the workpiece is grasped.
Tilt of hand and Rotation of
hand provide the allowable limits
for the amount of tilt and rotation
(rotation angle) of the hand at the
time of grasping workpieces. The
condition is whether candidates
fall in the range above or below
the set value. Set a safe range for
each item, considering the
collision with the environment and
the cable length.

Tilt of hand [deq] :

Prefferred level

Rejection level -
Rotation of hand [deg]

Prefferred level :

Rejection level :

6.8037 (4)

o0 < | >
[—0.0000]..] [ < | > |

29.9322 (A)

a0l (<] > |
[ Te0.0000]..] | < | > |
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For Tilt of hand, the angle
reference varies depending on
whether or not Target object is
set to None in the Collision
detection tab.

When Target object is Floor +
container, the normal to the floor
is the reference.

When Target object is None, the
optical axis of the camera is the
reference.

To limit the tilt angle, set
Rejection level to the limit angle.

For Rotation of hand, set the
reference by clicking the
Advanced button. The angle
formed between the two reference
vectors selected in the Advanced
window represents the amount of
rotation.

Select a robot base coordinate
axis in measurement pose and
select a flange coordinate axis for
rotation object.

The angle of “Rotation of hand” is
angle between selected vectors.
Select two vectors that are same
direction when the robot is in
measurement position.

Setting examples are given in
Supplementary Information on the
Amount of Hand Rotation at the
end of this section.

If there is no applicable direction,
select Custom and set an
appropriate angle.

Floor normal
direction

&

Flange normal {\\‘k‘(@c\
direction ©
Gripper

Rotation
of hand

Rotation

/@«‘%\ of hand
' @5z
Searched

Target object : Floor / Container

Target object:Non

Prioritization about the work. detection results

Flange of
the robot
Ref. vector for hand rot
(robot flange coord.)

Treatment about a same priority one

|Prioritize shallower pos. one -l

Ref. vector for hand rot{robot base coord)

[x-axis positive direction -

20
/‘ :

1
Rotation !
1 of hand -
-
e
R;b t Ref. vector for hand rat Ref. vector for hand rol(flange coord)
358 (r‘obct base coord.) |y-axis negative direction (camera coord) -~
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mDepth of the work pos.

The priority will be set based on
the depth of the target. Use these
settings to give priority to
workpieces placed in shallower
(upper) depth.

In Depth of work pos., set the
candidate selection range in the
direction of depth with reference
to the workpiece detected at the
highest position.

The direction in which the depth is
measured differs depending on
whether or not Target object is
set to None in the Collision
detection tab.

If Target object is set to Floor or
Container, the depth will be
judged by the distance along the
normal to the floor.

In cases other than the above, the
depth will be judged by the
distance along the optical axis of
the camera.

mSame priority

Able to set priority for same score
candidates.

Click [Advanced] button to set
“Treatment about a same priority
one” for same score candidates.

Click the [Return] button to close
advanced setting.

El Precautions for Correct Use

6.0000 (&)

10000 ]][ <[> |
[ s0-0000]| [ < | » |

A
'
Most shallow workpiece

that searched

epth of the work pos. [m :

Prefferred level :

Rejection level :

Floor normal
Most shallow workpiece direction

that searched  Depth of the

W{)I’k pos. 6
| 731 TR
o) 000
=X ‘ .“ f Depth of the
work pos.

Optical axis direction
of the camera
on measurement

Floor Container

Target object: Floor / Container Target object:Non

Prioritization about the work. detection results
Treatment about a same priority one :

Prioritize shallower pos. one

Prioritize shallower pos. one
ReflPrioritize higher correlation one

The candidates detected as a result of 3D Search will be input to the Grasp

Planning processing item regardless of the judgment result OK/NG. To use
only the 3D Search judgment result OK, set the threshold of the 3D Search
judgment condition in Rejection level for Surface correlation or Contour

correlation.
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Open “Collision detection” to set
collision detection condition.
mCollision with hand

Set collision margin of hand in
“Collision with hand”. The hand
model size is enlarged by the
“Margin mm” at collision check
calculation.

mCollision with surrounding
environment.

Select the target objects that
collide with the hand. Objects are
Floor, Container, Container +
Floor or None. Specifying the
“Container Detection” unit that set
in the section 8.8.4 is necessary
for Collision detection.

Set the margin by which to extend
the container and/or floor during
collision detection.

mCollision with point cloud.

Set “Outlier height” for ignoring
outlier point cloud which must be
noise. The height is measured
from the floor plane.

3.Grasp Planning

Pose of grasping Order of grasping Collision detection |

Margin [mm] : l

0.0000| - | I =

rul lision with hand

Gripper model
-

Gripper model

Gripper and floor container

Container and gripper

Collision with the surrounding environment

Target object : Container + Floor Container + Floor Ll

None
Floor
Container

Scene ref number: current scene

Unit ref number : 1.Container Detection

1.0000| ]| < |

Margin [mm] :

Collision with point cloud

150.ooon;l|jj
———~J-[]

Collision point count : 0

[ Qutlier Height [mm] : [

[ Tolerance [point] :

Gripper
Camera

Measurement noise
.‘4

False collision

. Container
. orkpiece
Outlier
. Measured
height “#+— point clou
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Set “Tolerance” for ignoring point
cloud collision with hand caused
by measurement noise.

Click OK button to close the
setting window.

M Precautions for Correct Use

Point cloud

Gripper model

Gripper and point cloud

Setting a margin in Collision with hand reduces the risk of contact with
the container or other workpieces. However, for two-finger hands, the
setting reduces the actual opening width. Consider the size of the
workpieces and the opening width when you set the margin.

Setting a margin in Collision with the surrounding environment
reduces the risk of a collision between the hand and the container.
However, setting it too large may result in detecting a collision at

workpiece grasp points near the wall of the container.

Click the Measure button to
execute measurement.

Camera image meas.

Image file meas.

Measure

10

Open Grasp Planning “Collision
detection” tab.

If the measurement is successful,
green outline will be overlaid on
the 2D workpiece image.

Order of grasping [ Collision detection

Judge cond.

163




Click Draw with 3D button to run
the 3D Visualizer.

Grasp candidates and pose and
posture is displayed on screen.

Following mouse operation is
available to check grasp
condition.
Left down + drag : Rotation
Shift+Left down+drag:Translation
Rotate Wheel : Scaling
Visible/Invisible of each element
can switch by radio button.

Click [End] to close 3D Visualiz.

In Display settings, check Draw
rejected work and Draw rejected
reason. A purple outline will be
overlaid on the rejected workpiece
image.

In Detected work index focused,
use the > button to go through the
work numbers to display the
rejection reason for the rejected
workpiece in red text.

The figure on the right is an
example of how the rejection
reason is displayed on the
rejected workpiece image.

Display settings

Image kind :

Ilnput -Measure image 0 El

Drawing type :

¥ Draw candidate work.
¥ Draw rejected work.
¥ Draw grasping pose
W Draw rejected reson

[Fingertipand dir.  ~|

Draw with 3D

Coster of Desplay
# COG of Pount Clowd

Camers Origin

Reset Cisplay

Resultindex focused :

I Detected work index focused :

|- Grasp pose index focused :
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If the number of grasp candidates is 0 even though a workpiece is detected in 3D
Search, check the following to narrow down the causes.

1) Current position of the robot, hand-eye calibration unit

Confirm that the Hand-Eye data unit settings in the Coordinate settings tab are
correct. In addition, confirm that the coordinate values of the flange coordinate system
viewed from the robot base coordinate system are correct and correctly reflect the
posture of the robot when the image is captured.

2) Collision with the surrounding environment

In Collision with the surrounding environment in the Collision detection tab, set
Target object to None and measure again. A collision with the container and/or floor
may occur due to the condition setting.

3) Tilt and Rotation

Check if the “Ref. vector for hand” vector is set correctly. Refer to the setting examples
at the end of this section. Also, in Tilt of hand [deg] and Rotation of hand [deg] in
the Order of grasping tab, increase the angle values and measure again. The condition
settings may be too strict, or the number of registered grasp points that meet the
conditions may be insufficient.

4) Collision with point cloud

In Collision with point cloud in the Collision detection tab, increase the Tolerance
[point] value and measure again. The tolerance may be too strict.

5) Margin settings

In the Collision detection tab, decrease the set margin values for Collision with hand
and Collision with the surrounding environment, and measure again. The set margin
values may be too large.
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11

Open the Judge cond. tab. For
each judgment condition, set the
range in which the unit is to be
judged as OK.

This completes the Grasp
Planning setting procedure.

At the time of measurement, the
grasp point selected based on the
condition settings configured in
the Order of grasping tab in this
section will be output in the robot
coordinate system.

Order of grasping Collision detection |ﬂ Judge cond. I C

Judzement condition

Graspable candidate count: 15

| o || 512 |
Grasping grade : 0 (A)

| o ][ o]
Collision point count : 0

—T —
Surface correlation : 90.4031

[ eooooo] - |-[ 100.0000] |
Contour correlation : 51.3889

[ 3s0000] - |-[ 1000000] |
Tilt of hand [deg] : 25.0983

—owa [ wwl]
Rotation of hand [deg] : 432238

[ ooooe| |-~ 1s0.0000] - |
Depth of the work pos. [mm : 0.0000

[ oooo| - |-[ s0.0000] |

Resultindex focused I— ] j

Measure Advanced

12

Click OK to complete Grasp
Planning and close the setting
screen.

/N

The movement of each axis and each arm of the robot with respect to

the grasp point output in the Grasp Planning processing item depends
on the operation algorithm of the robot. Thoroughly test that the

movement of the robot arm does not cause the 3D vision sensor or

hand to collide with the robot or apply a greater load than the specified

value to the cable.
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mSupplementary Information on the Amount of Hand Rotation

Examples of setting the amount of hand rotation are shown below. The subscript b, f, or ¢ next
to each coordinate axis name in the figure represents the base coordinate system, flange
coordinate system, or camera coordinate system, respectively.

A 3D vision camera (the camera in the figure) is fixed to the flange of the robot. In this setting,
two examples are shown, where the Y-axis minus direction of the flange coordinate system
and the Y-axis minus direction of the camera coordinate system are used under one

installation condition.

Setting example

Layout (top view)

1 Ref. vector for Ref. vector for hand X X
c f
hand rot(robot rot(frange coord)
Container” S .
base coord) Y | |
1) | X-axis plus Y-axis minus direction s
" N _ Camera ‘ ‘_ij
direction (Camera coordinate — —
system) ) ~ ;
(2) | X-axis plus Y-axis minus direction Y
direction
Since the Y axis of camera coordinate
system and the Y axis of the flange
coordinate system have the same
direction, setting examples (1) and (2)
produce the same result.
2 Ref. vector for Ref. vector for hand X,
hand rot(robot rot(frange coord) X
Containe f S
base coord) | _I|
(1) | X-axis plus Y-axis minus direction ‘ ‘—'—
Camera D¢ —|
direction (Camera coordinate YU j—
system) ) T~ :
(2) | X-axis plus X-axis minus direction Y%
direction

Since the Y axis of camera coordinate
system and the X axis of the flange
coordinate system have the same
direction, setting examples (1) and (2)
produce the same result.
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Ref. vector for
hand rot(robot

base coord)

Ref. vector for hand

rot(frange coord)

(1) | Y-axis plus Y-axis minus direction
direction (Camera coordinate
system)
(2) | Y-axis plus Y-axis minus direction Container
direction T Camera
Since the Y axis of camera coordinate
system and the Y axis of the flange
coordinate system have the same
direction, setting examples (1) and (2)
produce the same result.
Ref. vector for Ref. vector for hand
hand rot(robot rot(frange coord)
base coord)
(1) | Y-axis plus Y-axis minus direction
direction (Camera coordinate
system)
(2) | Y-axis plus X-axis minus direction Container
direction

Since the Y axis of camera coordinate
system and the X axis of the flange
coordinate system have the same
direction, setting examples (1) and (2)
produce the same result.

Camera
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8.8.8. Result Output
Result of Grasp Planning is sent to the robot through Ethernet serial communication.
If you load a sensor controller project corresponding to the robot type, there is no need to

enter or change the settings because the system variables (SY.XXX) are already set.

Step

Description

Window image, diagram

1

Click the “5.Result
output(Message) icon on the Main
window of the Vision Sensor to
open its setting screen.

0.Camera Image Input AQS
ag| s

r g 1| 1.Container Detection

9
L | 23D Search

e

£

- 3.Grasp Planning
.=
@

4.Calculation

| e

5.Result output (Message)

Open “Output setting” tab to
confirm the settings are as figure
shown in right.

Output : Serial (Ethernet)
Delimiter string:\20 (Space)
Terminate string:\r (CR)

s 5 Result output (Message)

I DmEulsemng I

Qutput device: [Serial‘(ETl\eme‘ti

vl

[] Output datato thefile

File name :

Charactercoge [ 9] .| Whenusinglangu

Delimiter string: |20

™|

Termination sting: |\

B

Open the “Output data” tab to
confirm the settings are as figure
shown in right.
SY.RBVAR_RES_CMD_POS_X#
SY.RBVAR_RES _CMD_POS_Y#
SY.RBVAR _RES_CMD_POS_Z#
SY.RBVAR_RES_CMD_POS_Wi#
SY.RBVAR_RES_CMD_POS_P#
SY.RBVAR _RES _CMD_POS_R#
Click [OK] to close the setting
screen.

O 5 Result output (Message)

Data Type

=
o

Data

Number

SC.RBVAR_TJG&

=,

MNumber
Number
Mumber
Number
Number
Number

- M e W R o

#

SYRBVAR_RES_CMD_POS_i#
SYRBVAR_RES_CMD_POS_Y#

SYRBVAR_RES_CMD_POS_Z#
SYRBVAR_RES_CMD_POS_W#

SYRBVAR_RES_CMD_POS_P#
SYRBVAR_RES_CMD_POS_R#
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/A\ WARNING

If you add, delete, or change the order of items in the result
output, the robot will perform an unexpected operation. Do not A
change the settings.

8.8.9. Saving the Settings

You have completed the settings on the Vision Sensor side in the previous section.
In this section, enable the output of the measurement results to external devices and save
the settings.

Step

Description Window image, diagram

1

Place check in the box for Output.

Cameraimage meas.| Image file meas.

Measure

lv‘ Qutput |I_ Continuous meas.
AWARNING

After this operation, executing a measurement causes the Vision

Sensor to output a movement command to the robot. A
2 | Click Data save button of Vision
Sensor Main window and save Edit flow Data save Scene switch
settings.
Switch layout
3| Stop the robot program that you

started in 0.
For how to stop the program, refer
to the Robot Connection Guide.
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For how to operate the robot to pick a workpiece based on the settings in this manual, refer to
section 6 of the Vision System FH/FHV series Robot Connection Guide corresponding to the
robot listed in Related Manuals in this manual.

8.8.10. Troubleshooting
For troubleshooting for each processing item in the picking application, refer to Key Points

for Test Measurement and Adjustment for each processing item in the Vision System FH
series Processing Item Function Reference Manual for 3D Robot Vision (Cat. No. Z445).
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9. Appendix

I 9.1. Making Hand (Tow finger Gripper) and Grasp Point Registration

Register the shape of the hand used to grasp workpieces. You can also register a camera as
part of the hand to include in collision detection with the container.

You can create one-point vacuum and two-finger hands.

For details on each parameter of the processing item, refer to 3D Data Manager in the
following manual. Vision System FH series Processing Item Function Reference Manual for
3D Robot Vision (Cat. No. Z445)

This section explains how to register the tow finger hand by using example shown in below
figure. The unit is mm.
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* Hand fully closed (mm)

mHand coordinate
Hand data uses the robot flange coordinate system. Check the orientation of the robot flange
coordinate system when you install the hand.
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Root of the Hand

Tip direction of
the gripper

Hand Coordinate system

mComponents of the hand

The two-finger hand consists of the following elements.

Element Description

Left finger Left finger part. This is movable.

Left tip finger The left finger tip part that grasps workpieces. This is movable.

You must register only one part.

Right finger Right finger part. This is movable.

Right tip finger The right finger tip part that grasps workpieces. This is movable.
You must register only one part.

Base Structural elements other than the above. Elements such as flange
mounting bracket, hand actuator, camera, and jig that are linked to the
6th axis of the robot and required for collision detection are registered as
Base.

Base

(attachment)

Base

(actuator)

Base

(3D Camera)
Left finger ) ]

Right finger

Left tip finger

Right tip finger

mLocation and dimensions of components

Position and posture of elements are described in the flange coordinate. The position of the

element is center of roof plane or cross section of diagonal line. Height/ Width Z is minus Z

direction in flange coordinate system.
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The root of the hand is located at the origin of the flange coordinate system. Create the tip of
the hand in the Z-axis plus direction of the flange coordinate system.

Root of the gripper

Width Z

Position{(X,Y,Z)

Position(X,Y,Z)

mAccuracy of the hand

Accurately set the positions and dimensions of the left and right tip fingers that make contact
with workpieces (shown in a red outline in the figure below). In particular, set the dimensions in
the Z-axis direction of the flange coordinate system correctly. For other elements that may
collide with the container (shown in a yellow outline in the figure below), you can use
approximate shapes such as circumscribed cubes and cylinders without problems.
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El Precautions for Correct Use

«  Output of the Vision Sensor is calculated based on the hand shape specified

here. Position and size of the element which contact to the target object must be

set precisely.

* Register the elements attached to the hand (camera, connectors, jigs attached
to the hand, etc.) that require collision judgement with the container together

with the hand.

Follow the steps below to register the hand data, and then register the grasp point.

1 | Click the “1. 3D Data Manager”
icon on the Main windows of the
Vision Sensor to open its setting
screen.

0.Camera Image Input AQS
a g o

ﬂ E ' 1.3D Data Manager

2 | Open the “Hand Data” tab.

Select a vacant No. and click New
button.

CAD Data Hand Data

Grasp DB

No Name

0

1
2
3

26
27

| New Eait ‘ Deite ‘

v

Rename

Import Export

3| The dialog shown in the figure to
the right will pop up. Select [Two
Finger] and set a unique hand ID.
Click the OK button to open the
HandMaker tool.

Create Mew

Please select hand type

Flease set hand id
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mFlange connection jig HandMaker
Click Add Cylinder button and

Add Add
then select Base from the Rectangle Cyinder
pulldown list. Copy fillRE

Reverse Reverse
(¥-Z Plain) (¥-Z Plain}

Individual Parts &1l Parts  Whale Hands
Open the “Individual parts” tab. Position/Orientation

Position [mm] :

Set Position, Orientation and

0.0
. . . Position™y’ [mem] : m < | >
dimension of each element (pipe). -

PositionZ [mem] : 200() < | =
Tilt Direction : X w
TitAngle [deg) - | ool < | =
Size
Diameter [mm] : 9500 < || >
Height [mm] - 200f < =
mActuator HandMaker
Click Add Rectangle and then
No  Mame Group Add Add
select Base from the pulldown list. 0 Base Base > Rectangle Cylinder
Easellﬂ Base w
Caopy Delete
. Reverse Reverse
Open the “Individual parts” tab. (X-Z Plain) | | (Y-Z Plain)
Set Position, Orientation and rlieron Pt T b T ok e
dimension of each element Pass : .
Poadtion) [sm] o) = | =
(Rectangle) : j
Poaflion’y [mm] | o l:_ & | =
PosROAZ [wr] wol| < | =
Tl Crrection b 4 W
TR Anght (4] [ DBE
BB scasieascas s sa s aass
Width X ] 3E.l:: % || =
WWh ' [mm] weoll = | =
Width Z ] [ wo)| < =
mRight finger
Click Add Rectangle and then HandMaker
select Right finger from the — — e ™ Ade
pulldown list. 0 |Base Base hd R &I
1 Base01 W
Copy Delete
2 RightFinger00 | Right finger
Reverse Reverse
(¥-Z Plain} (-Z Plain}
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Open the “Individual parts” tab. Individual Parts  All Parts Whole Hands

Set Position, Orientation and PastioniOrientsion ——m s .
PositionX [mm] : I U.D_ < >
dimension of each element iy, 3T
(ReCtangle) PositionZ [mm] : | 123 D_ < =
Tikt Direction : X v
Tikt Angle [deg] ; _. 1] n: = =
VRt X [ . 0] < | >
Width " [mm] : | 28 U_ < | =
Width Z [mi] : 2ol < | =
mRight tip finger i iaker
Click Add Rectangle and then
. . . Ne Name Group Add Audd
select Right tip finger from the o |Base00 B 1 | rectangie Cylinder
pU”dOWﬂ list. 1 Basedl Base put Copy Dekete
2 RightFinger00 Right finger w
RightTpDU- Hiafil s So v | I Reverse Reverse
(¥-Z Plain} (-Z Plain )

Individual Parts Al Partz  Whale Hands
Open the “Individual parts” tab. Position/Orientation

V. . . PositionX [mm] : ooy = || =
Set Position, Orientation and

. . Position™ [mm] : | 3.0: <| =
dimension of each element |
PosiionZ [mm] - | 2430)| < | =
(Rectangle)
Titt Direction x v
Titt Angle [deg] | oo}l < | >
Size
Width X [rmemi] | wall < | =
Width ¥ men] : | soff < | -

Width Z [mm] : 12004 < || =

Accurately set the positions, postures and dimensions of the left
and right tip fingers. If they differ from the actual dimensions or A
positions, the hand may collide with workpieces or the container.
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mLeft finger

Copy the right finger part to make
the left finger part.

In the right hand part, select the
element that you set to Right
finger and click the Copy button.
Since the hand is symmetrical to
the XZ plane of the flange
coordinate system, click the
Reverse (X-Z Plane) button to
reverse the position.

Change the group of the reversed
element to Left finger.

In the Individual Parts tab, check
that the position/orientation and
size settings are correct.

Fdividual Parts  All Parts

Positien/Orientation -

PositionX [mm]

Position [me] :

PositignZ [mem] -

Titt Direction :

TitAngle [deg) :
Size

With X [mem]

Widih ' [men) ©

Width Z [mm]

XZ Plane
\A

HandMaker
No  Name Group Add
0 Base Base e Rectanow
1 Basell Base ~
Copy
2 RightFinger00 Rt ~ .
'
3 RightTip00 Right tio fing w hﬂerse
4 LeftFinger00 {#-Z Plain)

Add
Cylinder

Al

Reverse
(Y-Z Plain}
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mlLeft finger tip

Copy the right finger tip part to
make the left finger tip.

In the right finger tip part, select
the element that you set to Right
tip finger and click the Copy
button.

Since the hand is symmetrical to
the XZ plane of the flange
coordinate system, click the

HandMaker
No  MHame Group Add Add
0 Base e N Rectangle Cylinder
1 Basel1 Base w
b Copy Delete

2 RightFinger00 Right ﬁ_n_g_t_e;___--" i

'
3 RightTipt0 m‘; finger |~ hEWEISE Reverse
4 LeftFinger00 Left finger W (X-Z Plain) (¥-Z Plain}

i Left tip finger

Individual Parts 41l Parts  Whole Hands

Position/Orientation

Posttion’ [mm] ; | 00] [< | >
Reverse (X-Z Plane) button to N .
reverse the position. N =
Change the group of the reversed R —
element to Left tip finger. FAnge (oeq) s
If necessary, rename it. Size
Width X [mm] : |—1n.n| < |[=
Width Y [erem] : [ ao[<]>
Width Z [mm] : 1200| | < || >
In the Individual Parts tab, check
that the position/orientation and
size settings are correct.
10| wOn-Hand Camera TR
Assume the size of the On-Hand
Mo  Name Group Add Add
Camera to be 110x70x90mm. - —| | Rectange | | cyinder
] Base Base L
Click [Add Rectangle] button and 1 |Base0t Base ~
- - - Copy Delete
select “Base” from the pulldown 2 |Rontfmgertd e L
. 3 .RightTIpﬂﬂ Right tip finger |~ T Ty
list. 4 |LefiFinger00 Left finger ~v| | (%zPain) | (v-ZPlain)
5 New Paris Left tip finger ~
DCa Baze .2

Open the “Individual parts” tab.
Set Position, Orientation and
dimension of each element (On-
Hand camera).

Individual Parts  All Parts  Whole Hands

Position/Orientation ——————emeeee

Position [mm] : =525
Position’ [mm] - 0.0
PositionZ [mm] - 10,0
Tilt Direction - X w
Titt Angle [deg] [ 0.0]
L —
Width X [mem] : 70.0
Width Y [mm)
Width Z [mer] - 90.0
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This hand model does not have
rotational symmetry because of
the camera so open “Whole
hands” tab and remove the check
from the Symmetry check box.

hdividual Parts  All Parts  Whale Hands
Hand D | 5_ = | *
Kargin [mm] : [ 1 [‘,‘-. < >

|0 symmetry Angie jaeq) - |

11| !n the Whole Hands tab, set the
stroke of the hand.
The maximum stroke is the
opening width between the two
fingers. The actual opening width
is the sum of the width at the
initial position where the element ﬁ_‘ggegﬁg{ﬁd Reg‘li':rsit;tr}?d
was registered and the maximum
stroke that you set here. 1/2*Max stroke
1/2*Max stroke
With an actuator that supports Individual Parts  All Parts Whole Hands
multiple hand opening width . AEE
settings, you can set multiple argin - | | [EE
hand opening widths. (] Symmetry Anole [degi |
In Initial index, set the opening Stroke
width of the hand when Direction : Y >
workpieces are grasped. i e ] | B
Ihniallndex: SI < >
IAr.Id stroke [mm] 4u,u| = =
Add Delete
12| Click Save button to save
designed hand and then click Exit Save Exit
button to close HandMaker tool.
13| Click Rename button to change
hand name from the system ew Eat ‘ Defte | | Rename

default name.

Import Export
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Input arbitrary name in dialog box
and then Click OK to apply

change. [TwoFinger 2 ™
Hand design and registration Ok ‘-Cancel |
process is done by above
operations.
14 | Open “Grasp DB” to make a DataManager3D
GraSp DB and regiSter grasp CAD Data | Hand Data Grasp DB
points.
_ ———— —
Select a target object from CAD
. : : : e
Data list and select a hand from %; o
Hand Data list. ==
Click the New button to open the N N
GraspTeachGUI tool.
15| Move mouse on the grasp point

and right click. The hand will be
displayed on the grasp point like
the figure shown on the right.

Right-click any two points on the
workpiece to specify the line
where the left finger tip (Left tip
finger) makes contact.
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Use the Hand transformation
buttons to finely adjust the grasp
point. Use each button as follows.
Click the + or - button for each
axis to adjust the position of the
hand.

Use the guide on display to adjust
the position so that the left and
right fingers are equidistant from
the workpiece.

If the position of the hand causes
a collision with the workpiece as
shown in the figure on the right,

the fingers will be shown in yellow.

In this case, adjust the position to
prevent collisions.

You can add a grasp point by
right-clicking another place on the
workpiece.

TwoFinger  acuum

Grasp point
<- Prev MNext -= Delete
Hand transformation
TransX - || * RotX |- (| + A
Transy - || * RofY |- (| +
TransZ - || * RotZ | - (| +
Stroke - || *
Offsetz | - || +
Moderate (1.0%M .0deg) £
Upside down Fip Moderate (1.0%/1.0deg) v
Precise (0.1%/0.1deg)
Reset
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16

If the object is a cylinder, etc., you
can use the OffsetZ buttons to
push in and move the grasp point
to a stable place.

Hand transformation
TransX =2 RotX | = ||+
TransY = [p* RotY | = ||+
TransZ =lls RolZ | = |I'+
Stroke

Offsetz - | +

17

Some type of grasp points can be
generated automatically.
Multiple point around axis are
generated by Fan or Circle
button.
Number of multiple point and
angle is adjustable by using [+]/[-]
button shown in right figure.

Start angle

Stop angle

Click the Single button to cancel
the Fan or Cylinder setting mode.

Edit grasp
Pattern

Single: [ Fan

J[(Crincer )

Hytbrid Circle:

Start angle = || *
Siop angle =l*

Hum angle - -
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18

[<-Prev] button displays previous
grasp point, [Next->] button
displays next grasp point.

Delete button deletes current
grasp point.

After setting all grasp points, click
Save button at right lower side of
the window.

When the dialog “Grasp DB has
been saved successfully” pops
up, click the OK button.

If a warning dialog appears,
please review grasp points that do
not touch, or collide with the
workpiece.

Then click the Exit button.

TwwoF inger W aCLUUm

Grasp point
| <Prev Next-> |  [Delete )
Save E:xcit
Success b4

Grasp DB has been saved successfully

19

Click the Rename button to
change the Grasp DB name from
the system default name.

Input any name in the dialog box
and then click OK to apply the
change.

The Grasp point registration
process is completed by the
above operations.

New

Edit ‘ Delete |

Rename

Import | Export

rSa mple_GraspDE

Ok

Cance |

20

Click the OK button to complete
the setting and close Hand and
Grasp point registration, and 3D
Data Manager unit.

New

Edit

Delte Rename

Import Export
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21 | Click the Scene switch button in
the main window. And switch
scene to sample scene (No.0
scene).

IE' Precautions for Correct Use

Set the grasp point based on the actual posture of workpieces, the movement range of
the robot, and the shape and placement of the hand.

If you need to set more than one grasp point and consider how to place the hand for
each grasp point, design the robot program depending on the grasp point.
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I 9.2. Robot Error

When an error occurs during communication with a robot, click the Robot Error button to

display the following screen.

a5 Robot Error

Ermor Message

Exec. Command : RBEXT_GET_CUR_POS

Macro command

Error Contlents : Failed to send the command

Error

Cloze |

The following table shows the error messages and corrective actions that may be displayed.

Error

Possible cause / Corrective action

Failed to send the command

* Robots and/or Vision Sensor may have incorrect
communication settings. Adjust the settings of the IP address
and port number of the robot controller and Vision Sensor.

* The setup program may not have been started on the robot
side. Operate with the setup program activated on the robot.

The Connection had timed out

* The robots did not respond to Vision Sensor commands
within a certain time period. Due to the slow robot operation
speed, the robot may not complete its movement within the
set communication timeout period. Increase the
communication timeout time. Or increase the operation speed
of the robot.

Measure failed

* Measurement trigger may have been sent when the
Processing ltem or System Setting window is open.

Do not send measurement trigger when the process unit or
the system setting window is open.

Failed to move robot

* The destination robot position sent from the Vision Sensor
may be out of movement range. Adjust the parameters of the
robot operation range so that the robot position of the
destination is within the movement range. Alternatively, adjust
the settings of the Hand-eye Calibration unit and Grasp
Planning unit.

Measurement result is NG

* The measurement result is NG. Adjust the setting of the
processing unit with the result of NG.
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